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ABSTRACT OF DISSERTATION

EFFICIENT GREEDY-FACE-GREEDY GEOGRAPHIC ROUTING PROTOC®IN
MOBILE AD HOC AND SENSOR NETWORKS

This thesis describes and develops two planarizationigthgas for geographic routing and
a geographic routing protocol for mobile ad hoc and senstwar&s. As all nodes are
mobile and there is no fixed infrastructure, the design ofinguprotocols is one of the
most challenging issues in mobile ad hoc and sensor netwdnkeecent years, greedy-
face-greedy (GFG) geographic routing protocols have bedelywsed, which need nodes
to construct planar graphs as the underlying graphs forrfaseng.

Two kinds of planarization algorithms have been developmkxhlized and realistic pla-
narization algorithms, respectively. The idealized ptaaion algorithms make the ideal
assumption that the original network graph igrat-disk graph (UDG) On the other hand,
the realistic planarization algorithms do not need theinalgnetwork to be &JDG.

We propose an idealized planarization algorithm, whichstrtts arEdge Constrained
Localized Delaunay graph (ECLDellCompared to the existinglanarized localized De-
launay graph42], the construction of aECLDelgraph is far simpler, which reduces the
communication cost and saves the network bandwidth.

We propose &re-Processed Cross Link Detection Protocol (PPCLD#)ich gener-
ates a planar spanning subgraph of the original networkhgirapealistic environments
with obstacles. The proposd?PCLDP outperforms the existin@ross Link Detection
Protocol[32] with much lower communication cost and better convergeime.

In GFG routing protocols, greedy routing may fail at concaeeles, in which case,
face routing is applied to recover from the greedy routirifa. This may cause extra
hops in routing in networks containing voids. We propoddilaArea-Restricted (HAR)
routing protocol, which avoids the extra hops taken in thgioal GFG routing. Compared
to the existingNode Elevation Ad hoc Routird], the proposetHARguarantees the packet
delivery and decreases the communication cost greatly.

KEYWORDS: Geographic routing, greedy routing, face rogtinnit-disk graph, con-
cave nodes.

Yan Sun
Jan. 08, 2012
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Chapter 1

Introduction

1.1 Mobile Ad Hoc and Sensor Networks

This thesis develops two planarization algorithms for gapbic routing and a geographic
routing protocol for mobile ad hoc and sensor networks. tene years, with the emer-
gence of wireless devices such as PDAs and sensors, whidwmesdess communication,

mobile ad hoc (MANET) and wireless sensor networks (WSNehattracted a lot of at-

tention. Mobile ad hoc and sensor networks are infrastrat#as mobile networks, which
contain wireless and mobile nodes that are connected inkainaaty manner, without any

infrastructure.

Because there are no fixed routers in mobile ad hoc and seaswonks, each node
acts as both an end system and a router. A node can commuthiestity only with nodes
within its transmission range. When two nodes are not widaoh other’s transmission
range, the communication between them needs multi-hopigywhich needs the help of
other mobile nodes to route packets between them. As allsademobile and there is no
fixed infrastructure, the design of routing protocols haspee one of the most challenging
issues in mobile ad hoc and sensor networks.

In mobile ad hoc and sensor networks, nodes usually havestimésources, i.e., mem-
ory and power, which requires routing protocols to be efficigith low overhead and low

bandwidth consumption. This is the basis of the researatridbes in this dissertation.
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1.2 Routing Protocols in Mobile Ad Hoc and Sensor Net-
works

Routing protocols in mobile ad hoc and sensor networks cadi\béed to two groups:

topology-based and position-based (geographic).

1.2.1 Topology-Based Routing Protocols in MANET

Topology-based routing protocols use the information a$texg links in the network to
route packets. A variety of topology-based routing proteét@ve been developed, which
can be categorized as eithltable-drivenor source-initiated on-demanauting protocols.

In table-driverrouting protocols, each node maintains consistent andate routing
information to every other node in the network, which regsiperiodic message flooding
in the network. Each node needs to maintain one or more i@tdbles to store the routing
information. Examples afable-drivenrouting protocols are DSDWP] and WRP f6].

In source-initiated on-demanauting, routes are created only when they are required
by source nodes. When a source node requires a route to nadest] it initiates a route
discovery by message flooding in the network. Examplesooice-initiated on-demand
routing protocols are AODV48] and DSR R7].

In topology-based routing protocols, message floodingamgtwork is typically needed
for a node to get the routing information to other nodes. Ta&es topology-based routing
protocols less scalable and less desirable for mobile aghdsensor networks. Several

articles include a survey of topology-based routing prot®{l, 2,11,51, 54].

1.2.2 Position-Based (Geographic) Routing Protocols in MNET

Position-based routing protocols use the information efgeographic position of nodes in
the network to perform packet forwarding. The Global Positsystem (GPS) and some
other positioning serviceslp, 23] help a mobile node know its own location. If nodes

broadcast their locations locally (e.g., in Hello messagesch node will know the location
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of all its neighbors.

In geographic routing, each mobile node does not need totaiairouting information
achieved by message flooding. Instead, a node only needsimtamahe location of its
neighbors, which is sufficient for it to select the next homl@dor a packet. The low
overhead of geographic routing makes it scalable and #tteafor nodes with limited
memory and power in mobile ad hoc and sensor networks. Fongea in the recently
proposed data-centric storad#8[39, 52, 55,57] for sensor networks, geographic routing
protocols like GPSRJ0] are used as the underlying routing protocols. Geograhitng
protocols can be divided into heuristic and delivery-gaggad routing protocols.

Examples of position-based (geographic) routing protoace Compas$8f], MFR [61],
GEDIR [59], Face-2 0], GPSR B(], AFR [36], and GOAFR [35]. Several articles in-
clude a survey of geographic routing protoc@s,@5, 58].

Heuristic Geographic Routing Protocols

In heuristic geographic routing protocols, each node fodewa packet for a destination to a
next hop node based on some heuristics. Typical heurisbigrgehic routing protocoldp,
34,59, 61] use different heuristics, illustrated in Figutel. Nodes is a source node or a
forwarding node of a packet with nodes the destination. The radius of the circle centered
at nodes is the transmission range of nodeso any node in the circle is a neighborsf
like nodep, ¢, m, g, andc in the figure.m' is the projection of node: on the dotted line

sd.

Figure 1.1: An illustration of heuristic geographic rogfiprotocols
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1. Most Forward within Radius (MFR) : Takagi et al. proposed the Most Forward
within Radius (MFR) routing protocoBfl], which is considered to be the first geo-
graphic routing protocol. In MFR, a source or a forwarding@eforwards a packet,
with noded as the destination, to one of its neighbors that makes thé¢ pnogress
in the direction ofi. Thatis,s forwards the packet to one of its neighbors whose pro-
jection on the linesd is closest tal. In Figurel.l, nodes will forward the packet to
nodem, because the projection of on linesd, m’, is closest tal than the projection

of any other neighbors.

2. Greedy Routing: Finn proposed a greedy routing approath]] in which nodes
forwards a packet to one of its neighbors that is closer ttirtggon noded thans
and any other neighbors ef and in Figurel.1, it is nodeg. It is easy to see that this
kind of next hop node may not exist all the time, because noaay be closer to

noded than all its neighbors. This is known as the local minimummnareenon §9].

3. Geographic Distance Routing (GEDIR) In GEDIR [59], nodes forwards a packet
to one of its neighbors that is closer to destination nédean any other neighbors

of s, not necessarily closer tbthan nodes itself.

4. Compass Routing In compass routing34], nodes forwards a packet destined to
noded to one of its neighbors such that the angle between andsd is the smallest.

In Figurel.l1, nodec is the next hop node selected by nede this strategy.

The above heuristic routing protocols may not converge td &rmpath even though
a path may exist, especially in sparse networks. Delivergrgnteed geographic routing

protocols can always find a path if one exists.
Delivery-Guaranteed (Greedy-Face-Greedy) Geographic Rding Protocols

Most delivery-guaranteed geographic routing protocolsluine greedy and face routing

and are called Greedy-Face-Greedy (GFG) routing protdé8|s In GFG routing proto-
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cols, greedy routing is used first, and when greedy routiilg, fahich means a node can
not find a neighbor that is closer to the destination tharfitse all its other neighbors,
face routing is used to recover from this failure. Greedytirauwill be used again when it
is possible. Examples of GFG geographic routing protoc@szPSR 80|, AFR [36], and
GOAFR" [35]. GPSR B(] is shown in detail below.

Greedy Perimeter Stateless Routing (GPSR) Algorithm:

The Greedy Perimeter Stateless Routing (GP8H)dlgorithm is a well-cited Greedy-
Face-Greedy (GFG) routing protocol. Letd andp denote the source node, destination

node and the packet, respectively. The GPSR protocol waerksllaws:

1. Atthe source node, it first sets the routing mode pfto greedy and tries to rouge

by greedy routing, the description of which is in AlgoritHm

If the greedy routing fails, it sets the routing modeyofo perimeter and sets the
node where entered perimeter mode, denotedeéhyo itself. Nodee is for the later
use to decide whether packetan be returned to greedy mode. It then roytéy

perimeter routing, the details of which are given in Alglonit2.

2. When receiving packet a node, say,, checks if it is the destination node of If it
is, it returns from the algorithm. Otherwise, it forwandbased on the routing mode

of p as follows:

(i) If the routing mode o is greedy, it forward® by greedy routing.

(ii) If the routing mode ofp is perimeter, it checks ip can be returned to greedy
mode by checking if it is closer td than nodee, the node where entered
perimeter mode. If so, it changes the routing mode to greadyf@wardsp by

greedy routing. Otherwise, it forwargdoy perimeter routing.

Details of the greedy routing algorithrgreedy-Routing(u, d, pand of the perimeter

(face) routing algorithmface-Routing(u, d, p)are introduced in Algorithml and Algo-
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rithm 2, respectively, where, d andp are the current node, the destination node and the

packet that needs to be routed, respectively.

1. u checks if there is a neighbor node, sayof it, which is closer tai than itself and
any other neighbors of it.

2. If yes,u forwardsp to noden.

3. Otherwise, the greedy routing fails and returns -1.

Algorithm 1: The algorithm Greedy-Routing(u, d, p)

1. If u is the source node, it forwarggo the first edge counterclockwise abaufrom
the lineud.

2. If wis an intermediate forwarding node gfand letv denote the previous hop node
of p, it forwardsp to the first edge counterclockwise abaufrom the lineuv that
does not intersect with the lingl.

Algorithm 2: The algorithm Face-Routing(u, d, p)

Perimeter (Face) routing in GFG routing protocols, like @8 akes each packet tra-
verse along the faces, which intersect with the line segrment the source to the desti-
nation untill it reaches the destination or greedy routiag be returned. The traversal of
packet is based on the right-hand rud§ which must be applied on a planar graph with-
out crossing edges to guarantee its correctness. Therefodes in the network need to
construct a planar spanning subgraph of the original nétg@aph for face routing. In the

next section, we introduce existing planarization aldwnis and associated problems to be

addressed.

1.3 Problems Addressed In the Dissertation

Two kinds of planarization algorithms have been developetiice routing recently, which

we label idealized and realistic planarization algorithegpectively. The idealized pla-
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narization algorithms make an ideal assumption that trgar@i network graph is anit-
disk graph (UDG) which means there is an edge incident on two nodes if andibtiig
Euclidean distance between them is no more than the trasismiangé. On the contrary,
the realistic planarization algorithms do not need theinalgnhetwork to be a UDG. These
algorithms have a planar spanning subgraph of the origieaark graph under realistic

environments.

1.3.1 Idealized Planarization Algorithms for Face Routing

Idealized planarization algorithms make an ideal asswmpthat the original network
graph is aUnit-Disk Graph (UDG) Under this assumption, a planarization algorithm to
construct thé&sabriel graph (GG) 18], which is a planar spanning subgraph of the original
UDG, is commonly used for face routing.

Let UDG(N, E)denote thaunit-disk graphof the ad hoc or sensor network, wheye
is the set of all nodes in the network ahds the set of all edges in the graph. Given two
nodes: andb, theGabriel graph (GG)contains an edgeb if ab € E and if the interior of
the circle withab as diameter does not contain any other node (known as a wjtimes.

Another idealized planarization algorithm to construetf@elative Neighborhood Graph
(RNG)[62], which is a planar spanning subgraph of the origldBIG, is also commonly
used for face routing. It contains an edgeif ab € E and there is no node (known as a
witness)c € N such thatac| < |ab| and|bc| < |ab.

Both of the above idealized planarization algorithms ammonly used, because they
can be constructed distributively and easily by each node. ifstance GG is used by
Bose et al. 0] andRNGis used by Karp et al.30]. However,GG andRNGare relatively
sparse, which results in long routes for geographic rougimghem.

Li et al. [42] proposed an idealized planarization algorithm to cor$taplanarized

localized Delaunay graph, PLDePLDelgraph is a planat-spanner otJDG(N, E) which

1 Assuming all mobile nodes in the network have the same tresgon range.
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is denser tha®G andRNG The algorithm to constructRLDel(N)contains two sections.

In the first section, a-localized Delaunay grapt.Del™™ (N), is constructed. It contains
all Gabrieledges and all-localized Delaunay triangléhe circumcircle of which does not
contain anyl-hop neighbors of any of its three vertices. THeel)(N) is at-spanner of
UDG(N, E) but it may not be planar.

In the second section, by removing the intersectioniel¥(N), the graptPLDel(N)
is constructed, which is a planaspanner of the origindl DG.

The algorithm to construct tHelDelneedsl -hop neighborhood information. However,
the construction oPLDel is very complex and not efficient enough because each node
needs to broadcast several rounds of messages, whictsrgshblgh communication cost
and makes their algorithm converge slowly.

We propose an idealized planarization algorithm to coestinEdge Constrained Lo-
calized Delaunay graptdenoted byeCLDel as the underlying graph for face routing. We
prove that th&eCLDelis a planat-spanner of thenit-diskgraph, which is denser th&G
andRNG Geographic routing oBCLDelis as efficient as on the previous workRifDel
in terms of path length (hop count). However, the constomctf anECLDel graph is far
more simple and it converges faster. In addition, both thaber and the size of messages
broadcast by each node in the constructiofe@LDel graph are significantly decreased,

which reduces communication cost and saves the networkidtidand node power.

1.3.2 Realistic Planarization Algorithms for Face Routing

In realistic environments, the assumption that the origneswork is aUDG may be vio-

lated in the following three situations:

1. Obstacles may exist in two neighboring nodes, and an edyenat exist between
them (i.e., they may not be able to communicate with each dinectly) even though
the Euclideandistance between them is less than the transmission rahggethEsis

focuses on this particular case.
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2. Nodes may have different transmission ranges, makirkg lretween nodes unidi-

rectional.

3. The location information obtained &PSor other systems may be inaccurate and
have some error. Seada et &6] describe that many state-of-the-art techniques
usually cause 10% (of the transmission range) or more irtitot@rror. This will

result in an error in calculating tHeuclideandistance between two nodes.

The violation of the assumption @IDG, in which an edge may not exist between
two nodes (even though th&iclideandistance between them is less than the transmission
range), causes the idealiz&DG planarization algorithms not to work correctly. As a
result, realistic planarization algorithms must be depeth

The Cross Link Detection Protocol (CLDHBZ], to our knowledge, is the only one
that uses a realistic planarization algorithm, which mdkes routing inGFG geographic
routing protocols, likesSPSR work correctly under realistic conditions with obstacles

The CLDP produces an almost planar spanning subgraph of the origgabitic net-
work graph. INCLDP, a node needs to probe each link attached to it in the origetaork
graph to detect pairs of links that intersect. If a node dstsach pairs of cross-links, it
may need further probing of a link to decide if the link shobh&lkept or removed.

The probing of a link iCLDP requires traversal of the network graph usingfight-
Hand Rule (RHR)which in some cases may cause a long face with a large nurhéeges
being traversed. This results in large communication cesabse each traversal of an edge
needs a message broadcast. In addition, for some of its lsnkede may need several
rounds of probing (several rounds of traversal of faces) atera decision, which makes
CLDP converge slowly.

We propose &re-Processed Cross Link Detection Protocol (PPCLDB&)taining a re-
alistic planarization algorithm, which generates an almptenar spanning subgraph of the

original network graph in realistic environments with alidés. The proposedPCLDP
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improves the existin@€LDP by adding a2-hop Cross Link Pre-Processing (CLP&po-
rithm. In theCLPP algorithm, a node can deteZthop cross link®f any links attached to
it and can decide whether to keep or remove the links by exgihgra few messages with
its neighbors. This way, a node does not need to probe thaseusing theRight-Hand
Rule (RHR)which may cause traversal of long faces, and does not needaseounds of
probing for these. This decreases the total number of mesdagadcast by nodes signif-
icantly, which make®PCLDPoutperformCLDP with a much lower communication cost

and better convergence time.

1.3.3 GFG Geographic Routing Protocols for Networks with Vads

In most existing GFG geographic routing protocols, IBESR[30], greedy routing is
applied first, which may fail at a concave node, which is a nddser to the destination
than any of its neighbors8f]. The reason for this is that in geographic routing protscol
only local information of each neighbor’s position is knotereach node, hence, a node can
not make routing decisions based on the whole network tgolbherefore, nodes may not
select next hop neighbors wisely in some networks with spégpologies, e.g., networks
with voids or obstacles. This may cause packets to enterawerareas and reach concave
nodes, and cause greedy routing fail. Face routing is apfgiescover from greedy routing
failures, which may cause many extra hops in routing andedeer the routing efficiency.

Noa et al. fi] propose @Node Elevation Ad hoc Routing (NEABtptocol to improve the
routing efficiency. It consists of three algorithms, whick a node reposition algorithm, a
void bypass algorithm and a routing algorithm. It improves ¢verall efficiency of greedy
and perimeter routing of the original GFG routing. Howetkere are two problems with
NEAR

First, the Right-Hand Rule (RHR) is used on a non-planar lyiapthe void bypass
algorithm, which fails to find paths around voids in some sas&s a result, the packet

delivery is not guaranteed in the network, which is not ddsdé in mobile ad hoc and sensor
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networks. Second, the void bypass algorithnNBARIncurs tremendous communication
cost in transferring control messages.

We propose dill-Area-Restricted (HARpeographic routing protocol, which avoids
the extra hops required in the original GFG routing, maktrgare efficient in hop count.
Compared to the previous work af Node Elevation Ad Hoc Routing (NEARY, the
proposed HAR guarantees the packet delivery and greatikedses the communication

cost. This makes the HAR more desirable for mobile ad hoc anda@ networks.

1.4 Organization of the Dissertation

In Chapter2, we present an idealized planarization algorithm, whichstacts arEdge
Constrained Localized Delaunay graph (ECLDe&l} the underlying graph for face rout-
ing. We prove that th&CLDelis a planar-spanner of theinit-diskgraph. In Chaptes,
we present ouPre-Processed Cross Link Detection Protocol (PPCLOPYses a realistic
planarization algorithm, which generates an almost plapanning subgraph of the orig-
inal network graph in realistic environments with obstaclg/e introduce thélill-Area-
Restricted (HARyeographic routing protocol in Chaptér The HAR protocol avoids the
extra hops taken in the original GFG routing in networks aonng voids, which makes
it more efficient with respect to the hop count. Finally, wexdode the dissertation and

describe our future work in Chaptr

Copyright© Yan Sun 2012
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Chapter 2

An Edge Constrained Localized
Delaunay Graph for Geographic
Routing in MANET

2.1 Introduction

In recent years, a variety of position-based (geograpbigjmg protocols have been devel-
oped for mobile ad hoc and sensor networks, such as Con8ssIFR [61], GEDIR [59],
Face-2 0], GPSR B0], AFR [36] and GOAFR" [35).

Most geographic routing protocols combine greedy and faaég, which are called
Greedy-Face-Greedy (GFG) routing protoc®&g][ In GFG routing protocols, greedy rout-
ing is used first, and when this fails, i.e., when a node carfimdia neighbor that is closer
to the destination than itself and all its other neighboasefrouting is used to recover
from this failure. Greedy routing will be used again whersipossible. Examples of GFG
geographic routing protocols are GPSIJ[ AFR [36], and GOAFR [35].

Face routing is based on the right-hand rdegdnd must be applied on a planar graph
without crossing edges to guarantee its correctness. laraplgraph that is composed
of faces, face routing makes each packet traverse alon@dtles,fwhich intersect with the
line segment from the source to the destination, until tretidation is reached or greedy
routing can be returned. This requires nodes in the netvaockmhstruct a planar spanning

subgraph of the original network graph.

12
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Many existing planarization algorithms, which we labelatized planarization algo-
rithms, make the idealized assumption that the originakaet graph is aunit-disk graph
(UDG), where there is an edge incident on two nodes if and only iEiheidean distance
between them is no more than the transmission range

Two idealized planarization algorithms commonly used lae€3abriel graph (GG) 18]
and therelative neighborhood graph (RN@)2], because they can be constructed distribu-
tively and easily by each node. For instanG&; is used by Bose et allf] and RNGis
used by Karp et al30]. However,GG andRNGare relatively sparse, which results in long
routes for geographic routing on them.

To improve the efficiency of geographic routing, i.e., seomg the routes, some denser
graphs, e.g., planarspannersof UDG [19,42,65], are proposed as the underlying graphs.
Li et al. [42] propose glanarized localized Delaunay graph, PLDelhich is a planar

t-spanner ofUDG, as the underlying graph for geographic routing. Their atgm to
construct thePLDel is very complex and converges slowly, because each nodes need
broadcast several messages, which results in a high coratiom cost.

We propose aledge Constrained Localized Delaunay graph, ECLRslthe underly-

ing graph for geographic routing. In this chapter:
1. We prove that th&CLDelis a planart-spanner of the originalnit-diskgraph.

2. We develop an algorithm to construct tRELDelgraph, which can be run by each

node distributively withl-hop neighborhood information.

3. Compared to the previous work of constructinglanarized localized Delaunay
graph, PLDel, our algorithm to construct tHeCLDelis much simpler and converges

faster. This is because:

1 Suppose all mobile nodes in the network have the same trasgmirange.

2 A graph(” is at-spanner of a grap8y, if G is a spanning subgraph 6f and the shortest path length
between any two nodes i@’ is at mostt times the shortest path length between the two nodés inis a
positive real constant and is called thegth stretch factor.

13
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(i) We significantly reduce the number of messages broadhgasdich node from
five rounds (each round may contain several messages) tawalgnessages;

and

(i) We define two new types of edges, thigersecting Gabriel (IG) edgesnd the
Unaware Intersection (Ul) edgewhich are constrained in tHeCLDelgraph.
These edges help significantly reduce the size of messagaddast by each
node. The decrease in both the number and the size of medvagesast by
each node reduces the communication cost, and saves therkdtwth band-

width and node power, which is desirable in mobile ad hoc andar networks.

4. Our simulation shows that the communication cost deciethe average number
of messages and the average size of messages (the numbighfiarenodes in mes-
sages) broadcast by each node is, respectively, 65% ande®&2%#nlthe construction

of ECLDelthan inPLDel.

Section2.2 below presents the rationale behind our research. Se2t®mtroduces
preliminaries. SectioB.4presents thEdge Constrained Localized Delaunay graph, ECLDel
and proves itis a planarspanner of thenit-disk graph Sectior2.5describes an algorithm
to construct arECLDel graph. Sectior.6 presents the simulation results on the perfor-
mance of geographic routing &CLDeland other underlying graphs, and on the cost of
constructingPLDel andECLDel Section2.7 describes the related work and Sectih8

concludes the chapter.

2.2 Research Rationale

2.2.1 Assumptions

1. Accurate positioning service: We assume that in mobileadand sensor networks,
each node has GPS or other positioning servit22[3] that can provide its accurate

position of. If nodes broadcast their locations, each nodiekwow the accurate
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location of all its neighbors.

2. Unit-disk graph:We also assume that all mobile nodes in the network have the sa
transmission range. No obstacles exist between any twasrtbeeare in each other’s
transmission range, so they can communicate with each direstly. In this case,
mobile nodes in the network constructiait-disk graph(UDG), because there is an
edge between two nodes if and only if the Euclidean distaeteden them is no

more than the transmission range.

2.2.2 Research Rationale

Greedy-Face-Greedy (GFG) routing has been developed asdaokioptimal delivery-
guaranteed geographic routing, and has become the mathitrtis field. In GFG routing,
face routing is used when greedy routing fails to recovemftbe failure. As discussed
previously, face routing based on the right-hand r8]erjust be applied on a planar graph,
in which no crossing edges exist, to guarantee its correstneherefore, planar spanning
subgraphs of the original network grapfDG, must be constructed for GFG routing.

The Gabriel graph(GG) [18] and relative neighborhood graptRNG) [62] are com-
monly used as the underlying planar graphs for GFG routingwéver, bothGG and
RNG are relatively sparse, which makes GFG routing inefficieithwong routes. Re-
cently, many researchers have focused on the construdtidenser graphs, e.g., planar
t-spanners ofJDG, as the underlying graph$,[19, 42, 65], which makes GFG routing
much more efficient with shorter routes.

Li et al. [42] propose a planat-spanner oflUDG, called aplanarized localized De-
launay graph PLDel, as the underlying graph for GFG geographic routing, wheuh loe
constructed by each node distributively. Their algorittonconstruct thePLDel is very
complex and is not efficient because each node needs to lasiatveral messages, which
makes their algorithm converge slowly. This is the ratiertahind our study.

In this chapter, we develop a simpler and more efficient #lgorto construct a planar

15

www.manaraa.com



t-spanner olUDG for GFG geographic routing. In our algorithm, we do not ajpéero
decrease the asymptotic communication cost, which is ngémal in the algorithm to
construct aPLDel. However, we do significantly decrease the number of messaige
the size of messages broadcast by each node in the cormtro€&CLDel This results
in a much lower communication cost and makes our algorithnvexge faster, which are

desirable features in mobile ad hoc and sensor networks.

2.3 Preliminaries

Before presentingCLDel some background information is needed. UBG(N, E)de-
note theunit-disk graphof the ad hoc or sensor network, whéveis the set of all nodes
in the network and? is the set of all edges in the graph. Given two nodesdb, the

Euclidean distance between them is denote¢hbly

2.3.1 The Gabriel Graph

The Gabriel graph[18]3, denoted byGG, is a planar spanning subgraphWbG(N, E) It
contains an edgeb if ab € E and if the interior of the circle witlab as diameter does not
contain any other node (known as a witness)inAs shown in Figure.1, the shaded area
is the circle with a diameter afb, in which if there is no witness, thenab will be kept by

botha andb as an edge in th&abriel graph

2.3.2 Relative Neighborhood Graph

The relative neighborhood grapf62]¢, denoted byRNG is also a planar spanning sub-
graph ofUDG(N, E) It contains an edgeb if ab € E and there is no node (known as a
witness) € N such thatac| < |ab| and|bc| < |ab|. For example, in Figur2.2, the shaded

area is the intersection area of two circles, both of whickehab| as their radius and the

3 In the rest of the chapter, @labriel graphsare extracted from theDG.
4 n the rest of the chapter, attlative neighborhood graptare extracted from theDG.
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Figure 2.1: Deciding whether an edge is in B& graph

centers of which are andb, respectively. If there is no witnegsn the shaded area, then

edgeab will be kept by bothe andb as an edge in thRNG graph

0

7

Figure 2.2: Deciding whether an edge is in REG graph

The length stretch factors @G andRNGaren — 1 and+/n — 1, respectively 63,
wheren is the number of nodes in the network. 6G& andRNGare nott-spanner of the

UDG(N, E)

2.3.3 Voronoi Diagram and Delaunay Triangulation

The Voronoi regionof a nodea is a regionN in which each node is closer to node
than to any other node itv. TheVoronoi regionsof all nodes inV construct thé/oronoi

diagram Delaunay triangulationis the dual of the/oronoi diagram Delaunay triangu-

17

www.manaraa.com



lation contains an edgeb if and only if theVVoronoi regionsof ¢ andb share a common
boundary $0]. The Delaunay triangulationdenoted byDel(N), is a planar-spanner of
the completed Euclidean graph]. Each triangle in thé®elaunay triangulations called
a Delaunay triangle which has the important property that the interior of it€gmcircle
does not contain any other node/n

Figure2.3 below shows an example of thronoi diagramand Delaunay triangula-
tion, where the dotted lines construct tieronoi diagramand the solid lines construct the

Delaunay triangulation

Figure 2.3: An example dforonoi diagramandDelaunay triangulation

2.3.4 Planarized Localized Delaunay Graph (PLDel)
k-Hop Neighbors

Nodes within the transmission range of a nadee calledl-hop neighbors of, which can
be reached by directly. Nodes that can be reached by naddthin (less than or equal to)

k hops are calle&-hop neighbors of.
Planarized Localized Delaunay Graph

Li et al. [42] proposed &-localized Delaunay graphdenoted byLDel®*)(N) (k > 1),

which contains alGabriel edgesind allk-localized Delaunay trianglés

5> Atriangle is ak-localized Delaunay triangli the interior of its circumcircle does not contain akshop
neighbors of any of its three vertices.
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Li et al. [42] proved thatLDel®(N) (k > 1) is at-spanner oUDG(N, E) They illus-
trated that.Del™ (N) is planar wherk > 2, but its construction needs at leashop neigh-
borhood information from each node, which is undesirable Gonstruction of Del™ (N)
needsl-hop neighborhood information, but it has been shown thati not be planar.

Li et al. proposed thelanarized localized Delaunay graplkdenoted byPLDel(N),
which is a planat-spanner otJDG(N, E)and can be constructed withhop neighborhood

information. The algorithm to constructRri.Del(N) contains two parts as follows:

Partl: i. A node, say, computes th®elaunay triangulationDel(N(a)) N (a) denotes

nodea’s 1-hop neighbors, including itself.

ii. For a triangle fromDel(N(a)), say Aabe, if all the three edges have length
at most the transmission range, and anglec > /3, nodea broadcastsa

messagé@roposal(a, b, c)

iii. When receiving the messadg&oposal(a, b, ¢)a node, say, checks whether
Aabe belongs toDel(N(b)). If yes, b broadcastsa messageiccept(a, b, c)

Otherwise, it rejects the proposal byoadcastingmessag®eject(a, b, c)

iv. Nodea keeps edgesh andac as the incident edges of itikabc is in Del(N(a)),

and bothb andc have sent eithehccept(a, b, cbr Proposal(a, b, c)

The graph constructed by this part is théocalized Delaunay grapH.Del™™(N).
Each triangle in thé&Del™(N) is called al-localized Delaunay triangld_Del A.

Part Il removes the intersectionslibel™ (N).
Partll:  i. A nodea broadcaststhe Gabriel edgesncident on it andbroadcaststhe tri-
angles of th&.Del™ (N) incident on it.

ii. Fortwo intersected trianglesabc andAde f known by node:, nodea removes

the triangleAabc if its circumcircle contains one of the nodésc and f.

ii. Node a removes any triangle of tHeDel™) (N) incident on it that intersects with

any.Gabriel edgeat received from other nodes.
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iv. Nodea broadcastsall triangles incident on it which it has not removed in the

previous steps.

v. Nodea keeps the edge as the incident edges of it PLDel(N)if itis a Gabriel
edge or if there is a trianglé\abc, such that, b, andc have all announced they

have not removed the triangleabc in step ii and step iii.

The above algorithm constructsRi.Del(N) graph. The communication cost in the
construction i) (n lgn), wheren is the number of nodes in the network. It is easy to see
that the construction d?LDel(N)is very complex and that each node needsrttadcast
five rounds of messages (in addition, each round may con&ieral messages). This
makes the algorithm inefficient and it converges slowlyhimfollowing section, we present

a much more efficient algorithm to construct a platigapanner ofJDG.

2.4 Edge Constrained Localized Delaunay Graph

In this section, we define two new kinds of edges asGhastrained edgesvhich belong
to theUDG and are constrained in the propodedge Constrained Localized Delaunay

graph ECLDel We also prove that theECLDelis a planatt-spanner otUDG.

2.4.1 Edges Constrained in ECLDel

We define two new kinds of edgdstersecting Gabriel (IG) edgeendUnaware Intersec-
tion (Ul) edgeswhich are constrained in tHeCLDel

Before defining the edges, we introduce some notations. fEmsmission range of
each mobile node is denoted By Given any three nodes ¢, andr, the triangle made
by them is denoted by\pqr. The circumcircle made by them is denoteddyqgr. Gpq
denotes the circle with diametgg, and©p denotes the circle witlp as the center ang

as the radius. The angle ([0]) between edgesq andpr is denoted by gpr or Zrpq.
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Intersecting Gabriel (IG) edges

First, we define a new kind of edges, timersecting Gabriel (IG) edges

Definition 1 Any edge irUDG that intersects with a Gabriel edge is called an Intersegtin
Gabriel (IG) edge.

Lemma 1l If c¢d is an IG edge that intersects with a Gabriel eddethen at least one af

andb is a common neighbor of bothandd.

Proof: Let cd intersect withub ate. Leto be the center abab. Becausewb is aGabriel
edge both¢ andd are outsideoab. Let cd intersect with®ab at ¢ andd’, respectively.
There are three cases based on the locatien of

Case 1 andb are on the same side of as shown in Figur@.4 below. Then/cbd >
Ldbd > m/2. This implies thafbc| < |ed| < R and|bd| < |cd| < R. Thereforep is a

common neighbor of bothandd.

Figure 2.4:e andb are on the same side of

Case 2¢ anda are on the same side of Based on the reasoning in Case 1 above, it is
easy to see thatis a common neighbor of bothandd.
Case 3:c is exactly ono. Also based on the reasoning in Case 1, it is easy to see that

botha andb are common neighbors efandd. Thus, the lemma follows2
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Corollary 1 Since a node broadcasts all Gabriel edges incident on ithewxe has the

knowledge of all IG edges incident on it.

This is accomplished by a node by checking whether an edggeinicon it intersects

with any Gabriel edgedroadcast by its neighbors.
Unaware Intersection (Ul) Edges

Next, we define the other type of edges, namelyUhaware Intersection (Ul) edgeket

N(a) denote the set of-hop neighbors of node.

Definition 2 For a Non-Gabriel edge:d incident ong, if 3a € N(c), b € N(c), which
makesab intersect withed with |ad| > R and |bd| > R, as shown in Figure.5, then
ab is called an Unaware Intersection (Ul) edge, because neitheor b knows about the
intersection. Node is called a discoverer of the Ul edg#. cd is called a bridge edge for

c to discover the Ul edgeb.

Figure 2.5: AnUI edge (dotted lines are those with length more tRan

Because both andb are neighbors of the discoverglif ¢ broadcastsb as anUl edge,
then bothe andb know thatab is anUl edge. In fact, a node discovers very felvedges,

as discussed next.

Corollary 2 If a node, say;, broadcasts thé/I edge, say:b, it discovers, then both and

22
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The following Lemma2, Corollary 3, and Lemma3 show characterizations @f /
edges, which helps explain why the numbertaf edges each node discovers is so low.
This results in a low communication cost for each node todicast the// edges, which

is required in our algorithm to construct tB€LDelintroduced later.

Lemma 2 If cis a discoverer of an Ul edgeh with a bridge edged, then|cd| > (v/3/2)R.

Proof: The proof uses Figur2.6 below. Let the area insidec be denoted byl;, and
the area inside>d be denoted byl,. Let A3 denote the area that is ity but not in As,

which meansd; = A; — A; N A,, shown as the shaded area in FigRre

Figure 2.6: Property of abl edge

Based on Definitior2, we know|ac| < R, |bc| < R, |ad| > R, and|bd| > R, which
means botlx andb are in areads.

Let dotted linel incident onc be perpendicular tod. It intersects with®d at f and
g. Botha andb are in A3 and intersect withed, so|fg| < |ab] < R. This implies that

lcgl = |fg|/2 < R/2. Sinceldg| = R, then|cd| > (v/3/2)R. O

Corollary 3 If ¢ is a discoverer of an Ul edgeb with a bridge edge«d, and as in Fig-
ure 2.6, line [ separates the ared; into three subareasd,, A5, and Ag, which means

Az = A4 U A5 U Ag, then at least one af andb is in the areads; U Ag.
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Proof: ab intersects withed, soa andb can not be both iml,. Since bothu andb are in

Az, andAz; = A, U A5 U Ag, the corollary follows.O

Lemma 3 If ¢ is a discoverer of an Ul edge with a bridge edged, then/acb > 27 /3.

Proof: Based on Definitior2, we know thatbc| < R, |bd| > R and|cd| < R, as shown
in Figure2.5, so|bd| > |bc| and|bd| > |cd|. This implies that’bed > 7/3. For the same
reason/acd > /3. Therefore/acb = /acd + /bed > 27/3. O

Lemma2, Corollary3, and Lemma imply that the number o)l edges each node can
discover is very low. Our simulations show that theedges each node discovers is 0.12

on the average, which generates a very low communicatidrf@osroadcastindg)l edges.

Lemma 4 If an edgeub is an Ul edge, it is not a Gabriel edge.

Proof: Let ¢ be a discoverer of abll edgeab by a bridge edged. Then based on
Definition 2, ab intersects withed and neither norb is the neighbor ofl.

Supposeb is a Gabriel edgeandcd is anlintersecting Gabriel (IG) edgeBased on
Lemmal, at least one of andb is the common neighbor of bothandd. This contradicts

that neither norb is the neighbor ofl. Hence, the lemma follows]
Constrained edges

With the definitions ofintersecting Gabriel (IG) edgeand Unaware Intersection (Ul)

edgeswe are ready to introdudgonstrained edges

Definition 3 If an edge is an Intersecting Gabriel (IG) edge or an Unawarteisection
(UI) edge (sometimes an IG edge may also be an Ul edge), tieenatled a Constrained

edge.

In the rest of this chapter, the set of @lbnstrained edgethat are constrained in the

ECLDelis denoted byCE.
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2.4.2 Edge Constrained Localized Delaunay Graph

With the knowledge oConstrained edgesn this section, we define tiedge Constrained

Localized Delaunay graptienoted byECLDel(N)

Definition 4 For any three nodes, b, andc of N, if the interior of®abc does not contain
any 1-hop neighbor ot:, b, or ¢, and each edge af\abc has a length of no more thah
and is not a Constrained edge (which means each edge:6f belongs toF — C'FE)), then

Aabc is called an Edge Constrained Localized Delaunay triandenoted by ECLDél.

Definition 5 The Edge Constrained Localized Delaunay graph, denoted@iyDEl(N),

contains all Gabriel edges and all edges of ECLDsI

2.4.3 ECLDelis at-Spanner

In this section, we prove that tHeCLDelis at-spanner of théJDG. Recall that the2-
localized Delaunay graph.Del®(N), is a planat-spanner ofJDG(N, E)[42]. It contains
all Gabriel edgesand all2-localized Delaunay triangl€sBy proving that it is a subgraph

of ECLDel(N) we prove thaECLDel(N)is at-spanner ofJDG(N, E)

Lemma 5 None of the edges of a 2-localized Delaunay triangle is aars@cting Gabriel

(IG) edge.

Proof: LDel? (N) contains aliGabriel edgesind is planar, so it does not containl&h

edge. The lemma follows:

Lemma 6 None of the edges of a 2-localized Delaunay triangle is anvira Intersection

(UI) edge.

Proof: Suppose there is 2-localized Delaunay triangle\abc with an Ul edgeab.

Assume that node is a discoverer ofJl edgeab through a bridge edged. Based on

6 A 2-localized Delaunay trianglesay Aabe, satisfies the requirement that the interiorzafbc does not
contain any2-hop neighbor of, b, or ¢, and each edge afabc has length no more thaR, (which means
each edge of\abe belongs toF).
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Definition 2, botha andb are 1-hop neighbors oé, andab intersects with edged with
lad| > R and|bd| > R. This impliesd is a2-hop neighbor otz andb. Note thate is

a 1-hop neighbor and also Zhop neighbor of: andb’. Since Aabe satisfies thatoabe
does not contain any-hop neighbor of:, b, or ¢, bothe andd are outsidevabe. Let ed
intersect with®abc ate’ andd’. Leto be the center obabe. There are two cases based on
the location ofed.

Case 1led andb are on the same side of as shown in Figur@.7. It is easy to see that

/ebd > /€'bd" > /2. Therefore|bd| < |ed| < R, which contradicts the assumption that

|bd| > R.

Figure 2.7:ed andb are on the same side of

Case 2:ed anda are on the same side of or o sits exactly oned. Based on the
same rationale as in Case 1, it is easy to see|tliat< |ed| < R, which contradicts the

assumptionad| > R. Thus, the lemma follows2

Lemma 7 Each edge of a 2-localized Delaunay triangle belong&'te C'E.

Proof: Based on Lemmé& and Lemmab, each edge of a-localized Delaunay trian-
gleis not aConstrained edgédoes not belong t&E). Since each edge of Zlocalized

Delaunay trianglebelongs taF, the lemma followsO

" Nodes that can be reached by nadsithin (less than or equal td&) hops are calle@-hop neighbors of
a. This implies that alk-hop neighbors of a node are algo+ 1)-hop neighbors of the node.
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Lemma 8 Each 2-localized Delaunay triangle is an ECLDRel

Proof: A 2-localized Delaunay trianglesay A abe, satisfies that the interior of its cir-
cumcircle does not contain afyhop neighbor o, b, or c. Based on the definition é-hop
neighbors of a node described in Sectib8.4 it is easy to see that the set(@f+ 1)-hop
neighbors of a node contains all thehop neighbors of the node. This implies that the
set of2-hop neighbors of a node contains &lhop neighbors of the node. Therefore, the
interior of the circumcircle ofAabc does not contain ani-hop neighbors of;, b, or c.

Since each edge dfabc belongs ta—C'E, Aabc satisfies the definition of BCLDelA.

Thus, the lemmad

Theorem 1 LDel®®(N) is a subgraph of ECLDel(N).

Proof: We know thaECLDel(N)contains alGabriel edgesind allECLDelAs. LDel® (N)
contains allGabriel edgesand all2-localized Delaunay trianglesThe theorem follows
from Lemma8. O

SinceLDel?(N)is at-spanner oJDG(N, E)and a subgraph &CLDel(N) ECLDel(N)
is at-spanner ofJDG(N, E)

2.4.4 ECLDelis Planar

In this section, we prove that tHeCLDelis a planar graph. Recall that thelocalized
Delaunay graphLDel™™(N), contains allGabriel edgesand all1-localized Delaunay tri-
angles[42]. A 1-localized Delaunay trianglesay Aabe, satisfies that the interior cbabe
does not contain any~hop neighbor of, b, or ¢, and each edge akabc has a length no
more thank (belongs taF).

By showing that eaclECLDelA belongs to the set of all-localized Delaunay tri-
angles we know that eaclECLDelA satisfies the properties of tlelocalized Delaunay

triangles and thus, we prove th&CLDelis planar.

Lemma 9 Each ECLDel\ belongs to the set of all 1-localized Delaunay triangles.
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Proof: Definition 4 describes aiECLDelA, sayAabc, which satisfies that the interior
of ®abc does not contain ani-hop neighbors o, b, or ¢, and each edge akabc belongs
to E — CFE C E. Therefore, areCLDelA\ must be &l-localized Delaunay triangleThe

lemma follows.O

Theorem 2 No two ECLDel\s intersect.

Proof: Suppose tw&CLDelAs Aabc andAdef intersect. Lemm@& implies that the
ECLDelAs satisfy the properties of tHelocalized Delaunay triangles he only way this
can happen is if exactly one edge of each triangle is notdat@ed by the edges of the
other triangle 42].

Supposewc andef are not intersected bfxde f andAabe, respectively, thenb andbe
intersect with bothie anddf, as shown in Figur@.8. Either ®abc contains at least one of
the nodesl, ¢, and f, or ®def contains at least one of the nodes, andc [42]. Let us

suppose thababe containsd as shown in Figur@.8.

Figure 2.8: A case in which twhdge Constrained Localized Delaunay triangletrsect

Since®abc does not contain any-hop neighbors of, b, or ¢, ad > R, db > R and
cd > R. For the intersecting edges$ andde, at least one of the nodesb, d ande is the
1-hop neighbor of the other thre&9]. Therefore, only is thel-hop neighbor of the other

three nodes, which means that< R andeb < R.
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In cases wherée is not aGabriel edgethenab is anUnaware Intersection (Ul) edge
from Definition2. In cases wheréde is aGabriel edgeab is anintersecting Gabriel (IG)
edgefrom Definitionl. Either case implies thab is aConstrained edgevhich contradicts
that each edge of BCLDelA is not aConstrained edge(belongs toCE = E — CF).

Hence, the theoren

Theorem 3 ECLDel(N) is planar.

Proof: ECLDel(N)contains aliGabriel edgesand allECLDelAs. Gabriel edgeslo not
intersect with each otheECLDelAs do not intersect with each other based on Thedem
Each edge of aBCLDelA is not anintersecting Gabriel (IG) edgeso aGabriel edgedoes

not intersect with an{eCLDelA edges. Hence, the theorem.

2.4.5 A Comparison of Graphs ECLDel and PLDel

A common feature oECLDel and PLDel is that both of them are planarspanners of
UDG. However, they are not the same,EBSLDelis a subgraph oPLDel. We present a

proof of this below.

Lemma 10 ECLDel is a subgraph of LDEI(N).

Proof: Based on Definitiod, anECLDel A satisfies that its interior does not contain
any 1-hop neighbors of any of its three vertices, and each of igeedbelongs to the edge
setE — CE C E. This means that eaddCLDel A is a 1-localizedDelaunaytriangle,
LDel A. Based on the definition afDel”(N) [42] and Definition5, the lemma follows.

O

Theorem 4 ECLDel is a subgraph of PLDel.

Proof: To construct &?LDel, the intersections ihDel™(N) should be removed. Be-
cause theGabriel edges do not intersect with each other, the intersectioh®el!) (N)

have two cases. First,l2DelV) A intersects with &abriel edge, which must contain an
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IG edge. In this case, tHeDel™ A will be removed. Secondly, twbDel) As, say/Aabc
and Azyz, intersect. We have that exact two edges of each of the teamgtersect with
each other, and eithevabc contains at least one of the nodeg/ andz or ®zyz contains
at least one of the nodesb andc [42]. Suppose the intersection is as in RA® below,
whereab andbc intersect withzy andxz, andz is inside®abe. In this case Aabe will
be removed. Becausex| > R,|bx| > R,|az| < Rand|bz| < R[42], abis anUI
edge. Therefore, to construcPaDel, eachLDel) A that is removed from theDel™ (N)
contains either aGG or anU I edge, which is not contained in tli®CLDel Based on the

definition of LDel™(N) [42], Definition 5, and Lemmaél0, the theorem followsD

Figure 2.9: An example of the intersection of tdidocalized Delaunay triangles

On the contraryPLDel is not a subgraph dECLDel because some triangles within

may contain// edges that are not contained&€LDel

2.5 An Algorithm to Construct an ECLDel

In this section, we present algorithigEclde|] with which each node constructs the
ECLDeldistributively with1-hop neighborhood informatioriV (a) denotes the set of node

a’s 1-hop neighbors, including.
2.5.1 Algorithm AlgEcldel

The details.of algorithmigEcldelare as follows:
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1. Each node gets the location information ofltsop neighbors from a node’s periodic

broadcasting of Hello messages.

2. A node, say:;, computes th®elaunay triangulationDel(N(a)), which can be com-

puted via a variety of method&%,17,22].

3. Nodeua finds allUnaware Intersection (Ul) edgescan discover and inserts them
into setUl of Unaware Intersection edge®odea finds all Gabriel edgesncident
on it, marks them as edges in tB€LDel and inserts them to s&E of Gabriel

edges Nodea broadcastsa messagesdges(Ul, GE)

4. On receiving the messagelges(Ul, GEfrom the nodes inV(a), a combines the
edges in set8l it receives with its own sdill, and combines the edges in s&& it

receives with its own se&BE.

5. Nodea selects all triangles incident on it frodel(N(a)), each edge of which sat-
isfies that it has a length no more th&n does not belong to sé&tl, and does not
intersect with any edge in s&E (not anlG edge). The triangles are candidates for
the ECLDel/As. Nodea puts all the candidate triangles in the messegjedidates

e.g.,candidates(, b, ¢), (a, e, f)), andbroadcaststhe message.

6. Nodea will keep a candidate triangleabc as arECLDelA if it receivescandidates(d,

b, ¢)) from bothb andc. Nodea marksab andac as edges in thECLDel

By locally applying the algorithrAlgEcldel each node computes &hbriel edgesind

all ECLDelAs incident on it distributively, to construct tiBeCLDelgraph.

2.5.2 Correctness Proof of Algorithm AlgEcldel

In this section, we prove the correctness of the algoriigtcldel

Theorem 5 AlgorithmAlgEcldel constructs a graph dECLDel.
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Proof: Suppose the algorithrAlgEcldelconstructs a grapty. From step 2 oAIgE-
cldel, anode, say, computes all th®elaunay trianglesncident on it, whose circumcircles
do not contain anyt-hop neighbors of node. From step 3 and step 4, nodé&knows all
theUI edges incident on it and all ti&abrieledges incident on its-hop neighbors based
on Corollary2. From step 5, node knows all the/ G edges incident on it in thBelaunay
trianglesit computes based on Corollaty With the knowledge ot/ I and/ G edges, node
a selects the candidaECLDelAs. For example, iNabc is a candidat&CLDelA selected
by nodeq, then it satisfies thatb < R, bc < R, and each of the edges$ andac is neither
anUI nor an/G edge. Therefore, ihabc is selected as a candid&€LDelA by all nodes

a, b ande, then it satisfies the following:
1. n,p andq are not inside>abe, ¥n € N(a),Vp € N(b),Vq € N(c);
2. ab < R,ac < Randbc < R;
3. Each of the edge#®, bc andac is neither arl/ I nor an/ G edge.

Based on Definitio}, Aabc is anECLDel\. Nodea keeps each edge of all such
ECLDelAsincident on it in graplG from step 6. Node also keeps all th&abrieledges
incident on it in grapl as in step 3. Based on Definiti@ygraphG is anECLDelgraph.

Hence, the theorentd.

2.5.3 Communication Complexity of Algorithm AlgEcldel

Let n denote the number of nodes in the network. Then each nodsiitg needdog n
bits to be expressed. Therefore, for each node, the comatioriccost for broadcasting
messages i®(logn) bits. As a result, the total communication cost in the nekwier

O(nlogn) bits.
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2.5.4 A Comparison of the Algorithms to Construct an ECLDel and a
PLDel

For simplicity, the algorithm to constructRlLDel is denoted byAlgPIldel A common fea-
ture of AlgEcldeland AlgPldelis that both can be run by each node independently with
1-hop neighborhood information. In addition, they have tame asymptotic communica-
tion complexitiesO(n logn).

However, the upper bounds of the communication complexdfeboth algorithms are
within different constant factors. Lécrpe(n) and fprpe(n) denote the communication
complexities ofAlgEcldelandAlgPIdel respectively. Therfzcrpea(n) < e x nlogn and
frrpea(n) < pxnlogn, wheree andp are two positive constant factors. The difference
is thate is much smaller thap. This is for two reasons. First, tHatersecting Gabriel
(IG) edgesand theUnaware Intersection (Ul) edgewhich are constrained in tieCLDel
graph, help significantly reduce the number of candidasatiies, and as a result, reduce
the size of messages broadcast by each node. Second, theminmiessages broadcast
by each node is significantly reduced from five rounds (eacimadamay contain several
messages) to two messages.

A decrease in both the number and the size of messages bsbégcaach node re-
duces the communication cost, and saves the network batidamndl node power, which
is desirable for mobile ad hoc and sensor networks. Our sitioul results show that the
average number of messages and the average size of messzapsabt by each node is,
respectively, 65% and 42% less in the constructiokGf.Delthan that inPLDel, which

supports the above analysis.

2.6 Simulation Study and Analysis

2.6.1 Simulation Settings
In our simulations, the network is a square area x 1000m2. Nodes are distributed

randomly in the area and have a transmission range 200 mii@igs construct anit-disk
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graph, where there is an edge between two nodes if they anenveidch other’s transmis-
sion range. The number of nodes in the network is varied frono2240. By changing
the number of nodes in the network, we change the networkitgesrsthe average node
degree (the number of neighbors of a node). We do not simtlateetwork with less than
20 nodes, in which case the node degree is less than 2.5,deetteainetwork would be
highly likely to be partitioned.

In the simulation study, we generate seventeen networkdges randomly, which
contain20, 30, 40, 50, 60, 70, 80, 90, 100, 110, 120, 140, 160, 180, 200, 220 and 240 nodes.
For each topology, we ran simulatio8 times with different seeds. Each value in the

following graphs is the average of the runs.

2.6.2 Performance of GFG Geographic Routing on Different Uder-
lying Graphs

In this section, we evaluate the performance of Greedy-lEaeedy (GFG) geographic

routing on four underlying graphs, which @&&G GG, PLDel, andECLDel ECLDeland

PLDel are planat-spanners oUDG, which are denser thaRNGandGG. Therefore, the

geographic routing oECLDelandPLDel should perform better with shorter routes than

that onRNGandGG. Our simulation results, discussed below, confirm this.

We use GPSRJ(] as the GFG geographic routing protocol, in which each ssurc
node takes greedy routing first, face routing when the greaatyng fails, and then greedy
routing again (if possible) to its destination. Greedy nogitis applied on the original
UDG. We randomly select 10% nodes as source nodes and for eacindennly select
10% nodes as destination nodes. We depicstlezess ratef greedy routing otJDG in
Figure2.10

Figure2.10illustrates that when the number of nodes in the network @ tlesuccess
rate of greedy routing orUDG is 99.64%, which is close to 100%. However, when the
number of nodes is less than 140, thecess ratef greedy routing ordDG is less than

100%.. This.implies.that greedy routing may fail and face irayis required.
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Figure 2.10:Success ratef greedy routing otdDG

Figure2.11shows an example of network graphsidG, Del, RNG GG, PLDel, and
ECLDel where 80 nodes are distributed randomly in the netwdgk graph is not suitable
for mobile ad hoc networks, because it needs global infdonand may have edges with
length more than the transmission range of mobile noB&5 GG, PLDel, andECLDel
are planar graphs, among whiehDel andECLDelaret-spanners otDG.

We evaluate the performance of GPSR, the greedy routing afhwh applied on the
original UDG and the face routing of which is applied on four planar unded graphs,
RNG GG, PLDel, andECLDel respectively. We randomly select 10% nodes as source
nodes and for each of them we randomly select 10% nodes asat&st nodes. We show
the average path length (hop count) for GPSR on the four gragpRigure2.12

Figure2.12implies that GPSR with face routing applied B€LDel and PLDel out-
performs that applied 06 GandRNGin path length (hop count). This is becalsgéLDel
andPLDel are planat-spanners oUDG, which are denser thaRNGandGG. Note that
neitherGG nor RNGis at-spanner ofJDG.
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Figure 2.11: Examples of network topologies

2.6.3 Evaluation of the Cost of Construction of an ECLDel andh PLDel

In this section, we evaluate the communication cost for thestruction ofPLDel and
ECLDelusing the following three metrics: the average number ofsagss broadcast by
each node, the total number of messages broadcast in therkebmd the average size of

messages broadcast by each node.
The average number of messages broadcast by each node

Figure2.13shows the average number of messages broadcast by eachvhaxteis 65%
less in construction dECLDelthan that ofPLDel. This is due to the fact that each node
puts all the candidate triangles in one broadcast messagerialgorithm, instead of in

different broadcast messages as in the algorithm to catfttiDel.
Total number of messages broadcast in the network

Figure2.14 shows the total number of messages broadcast in the netwbr&h is 69%

less in the construction &CLDelthan that ofPLDel.
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The average size of messages broadcast by each node

We depict the average size of messages in terms of the nurhhedes in the messages
broadcast by each node in Figzel5 The average number of neighbor nodes for each
node to broadcast in a message is 42% less in the constroctie@LDelthan that in that

of PLDel. This is due to the fact that by constraining théersecting Gabriel (1G) edges
and theUnaware Intersection (Ul) edges the construction oECLDel each node gets far
fewer candidate triangles, which results in a much smaitker &f messages, to broadcast.

In the construction oECLDel besides the candidate triangles, each node also needs

to broadcast th&Jl edges discovered by it. However, Figdd 6 shows that the average

number ofUl edges broadcast by each node is very low, 0.12 on average.
Communication cost of construction ofPLDel and ECLDel

We depict the communication cost in terms of the number ajht@ir nodes in the mes-
sages broadcast in the network, with respect to the numbeoaés in Figure2.17. It

shows that the communication cost in constructiorE@fLDel is 83% less than that of
PLDel. This confirms that the algorithm to constri&&€LDelis more desirable for mobile

ad hoc and sensor networks.

2.7 Related Work

Gabriel graph (GG) 18] andrelative neighborhood graph (RN@§2] are commonly used
as the underlying graphs for face routing. For insta®®,is used by Bose et al1{] and
RNGis used by Karp et al.30]. However, bothGG andRNG are relatively sparse, and
neither is a-spanner ofJDG, which results in long routes in face routing on them.
Boone et al. 9] try to construct a planar spanning subgrapfU@iG denser thatcGG
by doing some extra tests, which may decrease the path lenfsbe routing. However,
their improvements are minor in dense networks, and thehgttagy constructed is not a

t-spanner.
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Hu [24] constructs a planar graph as the network topology that Hasuaded node
degree. To decide whether an edgédelongs to the graph, a check is required to determine
whether a circle passes througlandb without any other node in its interior. This means
Hu’s method does not converge in the worst case. Furtherriwaetwork topology graph
may not be @-spanner.

Both the Yao graphd8] and §-graph R5] have been proved to biespanners, but they
may not be planar graphs.

Several method<€lp,41,67] to construct wireless network topologies that aspanners
have been proposed. However, none of them is guaranteedatplaear graph.

Delaunay triangulatiof{50] is a planart-spanner of the completed Euclidean graph,
which is almost as good as the complete grdgf [However, it is hard to construct because
it needs global information and is not suitable for mobildvad or sensor networks as some
edges in it may have a greater length than the transmissigre raf mobile nodes.

Gao et al. 19] propose aestricted Delaunay graptRDG, as the underlying graph for
geographic routing protocols, which is a planeapanner of the origindUDG. In their
method, the network is divided into clusters, each of whiab & clusterhead. Clusters are
connected by gateway nodes (gateways). Their graph cerahiedges between each node
and its clusterhead, and a planar graph among clusterhaddgateways. The communi-
cation cost of this method may t&&(n?), and the computation cost may Bgn?) in the
worst case, where is the number of nodes in the network.

Li et al. [42] propose gplanarized localized Delaunay grapRLDel, as the underlying
graph for geographic routing, which is a planapanner otJDG and can be constructed
by each node distributively. The communication cost in tesing PLDelis O(nlgn)
and the computation cost in constructiRgDel is O(dlgd), whered is the average node
degree in the network, which is near optimal. However, thestoiction ofPLDel is not
efficient enough because each node needs to broadcast sesssages, which makes their

algorithm converge slowly.
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Another algorithm}] tries to decrease the number of broadcast messages nedtied i
construction oPLDel. However, inconsisteridelaunay trianglesnay exist among nodes.

Wang et al. 5] propose a bounded degree planapanner olJDG, which plugs in
the work of Li et al. 2], and whose construction neegiop neighborhood information

of nodes.

2.8 Chapter Summary

In mobile ad hoc and sensor networks, most geographic pytiatocols, e.g., Greedy-
Face-Greedy routing protocols, need nodes to construnaplgraphs as the underlying
graph for face routing. Li et al4R] proposed a planarspanner oJDG, calledplanarized
localized Delaunay graph, PLDdbr geographic routing. However, their algorithm to con-
struct thePLDel is highly complex and converges slowly, as each node nedu®éalcast
too many messages, which results in high communication cost

In this chapter, we proposed &ulge Constrained Localized Delaunay grapi€LDel
as the underlying graph for geographic routing in mobile ad &nd sensor networks. We
proved that theeCLDelis a planart-spanner of the originalnit-diskgraph. We devel-
oped an algorithmAlg E'cldel to construct theeCLDel which can be run by each node
distributively with 1-hop neighborhood information. Compared to the algoritbnedn-
struct thePLDel, our algorithm to construct thECLDel is much simpler and converges
faster. This is due to the fact that we significantly decréseumber of messages and the
size of messages broadcast by each node in the construehioi results in a much lower
communication cost and is more desirable for mobile ad hdcsensor networks.

Our simulation results confirm this, and the average numberessages and the av-
erage size of messages broadcast by each node are, reslge669%0 and 42% less under

our algorithm than in the algorithm to construct feDel.

Copyright© Yan Sun 2012
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Chapter 3

A Pre-Processed Cross Link Detection
Protocol for Geographic Routing in
MANET under Realistic Environments
with Obstacles

3.1 Introduction

In mobile ad hoc and sensor networks, a variety of geographiting protocols have been
developed 10,21, 26,30,34-36,43,59,64]. Among them GFG geographic routing proto-
cols [30,35,36] have been actively researched in recent years. Most of thake the ideal-
ized assumption that all mobile nodes in the network havedinge transmission range and
construct aunit-disk graph UDG, in which there is an edge incident on two nodes, if and
only if the Euclideandistance between them is no more than the transmission.r@aged
on this assumption, many planarization algorithms are tsednstruct planar graphs for
face routing 18,19,42,50,60,62,65].

However, in realistic environments, the assumptiorJ&fG may be violated in the

following three situations:

1. Obstacles may exist between two neighboring nodes, amckhen edge (communi-
cation link) may not exist between these even thouglicidideandistance between

them is less than the transmission range. We address thikepran this chapter.
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2. Nodes with different power may have different transnoissianges, making links

between such nodes unidirectional.

3. The location information obtained &PSor other systems may be inaccurate and
are error prone. Seada et &6[ observe that many state-of-the-art techniques usu-
ally cause 10% (of the transmission range) or more in lonatior, which leads to

incorrect calculation of thEuclideandistance between two nodes.

Violating theUDG assumption causes the idealized planarization algoritomsDG
to not work correctly, causing breakdown of face routinguélly, there are three situations

caused by the idealized planarization algorithms:

1. Crossing edges may exist in the subgraph after planemzat

2. The subgraph may not be connected due to removal of edgestbuld not be

removed.
3. The two nodes that an edge is incident on do not agree orxisterece of the edge.

Kim et al. [32] implement the geographic routing protocGPSR in realistic environ-
ments with obstacles. In one of their testbeds, they shototrex 30% of node pairs can
not find a path to each other I63PSR as the face routing d6PSRis applied on theela-
tive neighborhood grapf62], RNG which is extracted from the idealized network graph
UDG.

Authors of other research studi@8[29,56] propose a mutual witness technique, where
two nodes at the two ends of a link discuss and make an agréewteneach other on
whether to keep the link or not. However, this still does n@ichude the three situations

described above.

3.1.1 Research Motivations

Kim et al. [32] propose &Cross Link Detection Protocol (CLDPyvhich to our knowledge

is.the.only.onethat.can mak&a-G geographic routing protocols, liIkePSRwork correctly
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under realistic conditions with obstacles. They produgessmeing subgraph of the original
realistic network graph, on which face routing can work eotty.

In CLDP, a node needs to probe each link attached to it in the origeadistic network
graph to detect cross-links If a node detects cross-links, it may need further probiing) o
link to decide if the link should be kept or removed.

The probing of a link requires traversal of the network graging theRight-Hand
Rule (RHR)which in some cases may lead to a long face with a large nuoflesfges to
traverse. This results in a high communication cost becaask traversal of an edge needs
a message broadcast. In addition, for some of its links, & noay need several rounds of
probing (several rounds of traversal of faces) to make asa®tiwhich makes their method
converge slowly.

This challenge drove our development of a cross link datagirotocol, which makes
the GFG geographic routing work efficiently and correctly underlistec environments

with obstacles.

3.1.2 Main Contributions

In this chapter, we proposeRre-Processed Cross Link Detection Protocol (PPCLDOP)
generates an almost planar spanning subdraftie original network graph, on which the
GFG geographic routing can work correctly in realistic envireents with obstacles.

The propose®PCLDPimprovesCLDP by adding a&-hop Cross Link Pre-Processing
(CLPP) algorithm. In theCLPP algorithm, a node can dete2thop cross linkof any
links attached to it and can decide whether to keep or remtwmdiriks by exchanging a
few messages with its neighbors. In this way, a node doese®xd to probe these links
using theRight-Hand Rule (RHR)which may cause long faces traversed, and does not

need several rounds of probing for them. This, decreasetaenumber of messages

1 Two links intersecting are called cross-links.
2 Some cross-links may exist in the subgraph, because theova may cause partition of the network
under realistic environments.
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broadcast by nodes significantly, which malRFCLDP converge faster thaGLDP with
much less communication cost.

Section3.2below presents preliminaries, while Sect®8 describes the propos&dP-
CLDP. Section3.4 presents the results of a simulation study and analysistioBe®.5

describes the related work. Secti®i® concludes this chapter.

3.2 Preliminaries

Before presenting ol’PCLDPwork, we introduce the previolBLDP work as a prelimi-
nary.

Cross Link Detection Protocol (CLDP)

Kim et al. proposed &ross Link Detection Protocol (CLDHB2], which generates
an almost planar subgraph of the original network graph uresdistic environments with
obstacles, on whicBFG routing works correctly.

In CLDP, each link in the original graph is initially marked amitable® and is probed
to see whether to keep or remove it. WH&rDP decides to remove a link, it will be marked
asnon-routable The set ofroutablelinks form aroutablesubgraph. All probe messages
in CLDP traverse the current snapshot of thetablesubgraph. The probing stops when
further probing of links would not cause any link to be remiv@/hen the probing stops,
all theroutablelinks form the final subgraph for face routinGLDP involves the following

steps:

1. Step 1. Detect cross-links:

A node probes each link attached to it in the original netwgydph to see if it inter-

sects with other links. This is achieved in the following way

A node, say, puts the location information of both ends of a probed Imk iprobe

message, which will traverse the curremtitablenetwork graph by th&ight-Hand

3 For a link, sayub, if it can be used as part of a path in the routing, then it iledabutable
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Rule (RHR)If there is a link intersecting with the probed link, one eratle of the
cross link may know the intersection and add the locatiorhefénd nodes of the
cross link in the probe message. When the probe messagesétunode:, a will

know if a cross link of the probed link exists.

. Step 2. Decide whether to keep or remove the cross-links:

If node a finds that there is a cross link, say, of the probed link, sayb, nodea

will check whethemb or cd can be removed.

If a link is traversed by a probe message twice (once in eaeltibn), thenrCLDP
treats this link as non-removable. Otherwise, the link isstdered to be removable.
Based on this rule, nodeknows whether linkib or cd is removable or not by check-
ing whether they are traversed by the probe message twia#.of ne following four

cases arise:

Case 1: Both ab andcd can be removed (i.e., the probe message traverses neither

link twice).
Case 2: ab can be removed, butl can not be removed.
Case 3: ab can not be removed, but can be removed.

Case 4: Neitherab nor cd can be removed.

For Case 1 and Case 2, nadwill begin a second-phase probing and send a commit
message to decide whether to remove the probed:firde not. Note that: can not
remove linkab directly, and the second phase probing is to avoid networtitioa.

The commit message will traverse the curnenttablegraph byRHR If the commit
message succeeds (i.e., the commit message retuapsdovill remove link ab by
marking it amnon-routableand notify nodé about the removal afb. In addition, the
two adjacent links, which are obtained by applying bothRight-Hand Rule (RHR)
andLeft-Hand Rule (LHRYo link ab, will be re-probed.
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For Case 3, node will begin a second-phase probing and send a commit message t
confirm whether linked can be removed. If the commit message succeeds (i.e., the
commit message returns &, a will notify both nodes: andd to remove linked (to

mark cd asnon-routablg. In addition,a will re-probe linkab, because the removal

of cd may cause to find new cross links odb.

For Case 4¢ will do nothing.

It is easy to see that i€LDP, each node needs to probe each of its links for one
or more rounds to detect whether it intersects with othéksliand to decide whether it
needs to be removed. The probing of a link traverses the metgraph using thé&Right-
Hand Rule (RHR)which in some cases may lead to a long face with a large nuoftber
edges to traverse. In addition, for some of its links, a no@dy meed several rounds of
probing (several rounds of traversal of faces) to make as@ati This results in a high
communication cost and is time consuming. Next, we presdat more efficient cross

link detection protocol.

3.3 Pre-Processed CrossLink Detection Protocol (PPCLDP)

The propose@re-Processed Cross Link Detection Protq&PCLDP, generates an almost
planar subgraph of the original network graph, which malkes frouting work correctly
and as a result, means tl@&f G geographic routing never fails under realistic environtaen
with obstacles.

The propose®PCLDPcontains &-hop Cross Link Pre-Processing (CLP&Yyorithm
and aRestricted Cross Link Detection Protocol (RCLDBEgfore presenting the details of

these two, we introduce assumptions.
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3.3.1 Assumptions

In this chapter, we are concerned with the mobile ad hoc amsbs@etworks under realistic

environments with obstacles. Therefore, we make the fatigssumptions:

1. The original network graph is connected.

2. Each node knows its own position BPSor other positioning service42,23]. We

do not consider the position error asGh.DP [31, 32)].

3. By broadcasting its own location, each node knows alleigimbors’ locations, with

which it constructs #ink setthat contains all links between itself and its neighbors.

4. By broadcasting think setof itself, each node knows thk setsof all its neigh-

bors.

5. There is no unidirectional link in the network.

3.3.2 2-hop Cross Link Pre-Processing (CLPP) Algorithm

In this section, we present tiehop Cross Link Pre-Processing (CLPRBIgorithm, in
which a node can detect aByhop cross linkef a link attached to it and can decide whether
to keep or remove the link by exchanging a few messages githeiighbors. The graph
generated by thELPPalgorithm is called th€ LPPgraph. We prove that it is a connected

graph. Next, we introduce a few definitions.

Definition 6 For node a, the set that contains links in the link sets oftallhieighbors is

called the 2-hop link set of a.

Definition 7 For link ab that is attached to a, the link that is crossing atulas in the 2-hop

link set of a, is called a 2-hop cross link of ab detected by a.

Corollary 4 If node a detects a 2-hop cross link of ab, say link cd, themeeit or d or

both,.c.and.d.are neighbors of a.
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Definition 8 If link ab is crossing with cd, then the link pair of ab and catadled a cross

link pair.

Definition 9 If link cd is a 2-hop cross link of ab detected by either a origrt the link

pair of ab and cd is called a 2-hop cross link pair.

Definition 10 The status of a link, which includes existing/non-existamgl routable/non-

routable, is called the link status.

Our simulation results show that the ratio of the averagebarmof 2-hop cross link
pairsto that ofcross link pairdgs 82% in aroughenvironment, where the number of obsta-
cles is the same as the number of nodes. This motivated usétopgeheCLPP algorithm

that pre-processes tlzehop cross link pairs
The CLPP Algorithm

Each link in the original network graph is markedrastableinitially. At the network start-
up, each node implements t@& PP algorithm distributively, which makes a node decide
whether to keep or remove a link attached to it that 2dwp cross link(syletected by it.

For nodeu, the details of the algorithi@LPP are as follows:

1. For link ab that is attached to it, nodechecks if there is one or mo&hop cross

links of ab detected by it based on tl2ehop link sebf itself.
2. If a does not detect ar+hop cross linkef ab, nodea will keep ab asroutable

3. Otherwise, letd denote a2-hop cross linkof ab detected byi. Nodea checks

whetherab can be removed becauseddfas follows:

i. Based on Corollaryt and the assumption that each node knowdithesetsof
all its neighbors, node knows the connectivity of nodes b, c andd. With

this, nodex checks whether there are one or more loops, which are foryed b
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nodes among, b, c andd, and contain linkeb. Such a loop(s) is denoted by
L(ab, cd).

ii. If L(ab,cd) does not exist, theab can not be removed because-df

iii. If only one loop L(ab, cd) exists, node will check if ab can be removed due to
the loopL(ab, cd).
Figure3.1 (a), (b), (c) and (d) shows all the four cases of the ldgpb, cd),

which equal to the loopbc, abd, abed andabdc, respectively.

b a b

(a) Loopabc (b) Loopabd

b a b

(c) Loopabced (d) Loopabde
Figure 3.1: Four cases of the lodpab, cd)

For each of the four cases shown in Fig8r& nodea runs an algorithnifRe-
move(ab, cd, L(ab, cd)}he details of which will be discussed later.
If the return value of th&fRemovealgorithm isTrue ab can be removed due to

the loopL(ab, cd). Otherwiseab can not be removed because-df

iv. If L(ab, cd) contains more than one loop, nodwill further check ifab can be
removed due to any of these loops.
Figure 3.2 shows all five cases of the loofdgab, cd). Figure3.2(a), (b), (c)
and (d) show the cases that two loops/@tib, cd) exist, one of which is loop
abc or abd, and the other loopbcd or abde. Figure3.2(e) shows a case in which
four loops inL(ab, cd) exist, loopsube, abd, abcd andabde.
For each of the five cases shown in Fig@r2 nodea runs the algorithnifRe-

h loop. For example,runs the algorithm&Remove(ab, cd, abc)
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c c
a%b QL\>h
d d

(a) Loopsabe andabed (b) Loopsabe andabdc

b a%h

(c) Loopsabd andabdc (d) Loopsabd andabed

d

(e) Loopsabce, abd, abcd andabdc

Figure 3.2: Cases of more than one loop.¢fb, cd) existing
andIfRemove(ab, cd, abcdr the case shown in Figu@2(a).

If the return value of any of thERemovelgorithms isTrue, ab can be removed
due to the loop. In this caseb can be removed becausewf Otherwiseab

can not be removed becausecdf

4. If ab can be removed because@for any other2-hop cross linkof it detected by
a, nodea will removeab by marking it amon-routableand will notify nodeb about

the removal ot:b. Otherwiseq will keep ab asroutable

Next, we introduce the algorithifRemoveq; us, v1vs, L(ujus, v1v9)), based on the re-
turn value of which node; knows if link u; u, can be removed due to the lo@pu; uy, v1vs).

The IfRemovealgorithm takes three parameters as its inputs, whetg is the link
that is under consideration for removaly- is a2-hop cross linlof u,u, detected by,
and L(ujus, v1v7) is a loop that is formed by nodes thatu, andwv, v, are attached to and
contains linku;us. The details of théfRemovealgorithm are given in Algorithn3.

If node u; receivesAgreeRemove(us, v1ve, L(ujus, v1v2)) messages from all nodes
that it sent th&ryRemove(; uy, v1ve, L(ujug, v1v2)) message to, it means there is no other

linksin.the loopL(absed) that is being removed with, u, concurrently. This prevents the
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1. Nodeu; sends aryRemove(, us, v1vq, L(ujus, v102)) message to all other nodes
in the |00pL(u1u2, ’Ul’Ug).

2. When receiving 8aryRemove(; uy, v1vs, L(ujus, v102)) message from node,
noder (i.e.,us, v; Or v5) checks whether any link other thamu,, say link
ru(u = uy, uz, v1 OF v9), Which is contained in the loop(uyus, v1v5) and is
attached to it, is trying to be removed due to another loopdbatains linku, u..

=

This is realized by checking if it sentlayRemove(u, zy, L(ru, xy)) message wit
a higher priority, whereu # uju,, x andy are any nodes, ant(ru, zy) contains
link U1 U2.

3. If » did not send any sucfryRemovenessage(s), it sends an
AgreeRemove(us, v1vy, L(uusg, v102)) Message ta;.

4. If nodeu, receives thé\greeRemove( us, v1vs, L(uiug, v1v2)) messages from al
nodes that it sent theryRemove(; us, v1vs, L(ujug, v1v2)) message to, the
algorithm will returnTrue, or otherwise with a valuBalse

Algorithm 3: The algorithm IfRemove

removal ofu;u, from partitioning the network due to the lodfdab, c¢d). In this case, the
algorithm will return with the valu@rue

Otherwise, this means another link(s) in the Idgpb, cd) is being removed with; uy
concurrently. This may cause the partition of the networ& ttuthe removal ofi;us. In

this case, the algorithm will return with the valkelse
The CLPP graph

The proposeLPP algorithm makes a node keep or remove a link attached totittes
2-hop cross link(spetected by it. Theoutablelinks generated by th€LPP algorithm
form aroutablesubgraph of the original network graph, which is called @d°P graph,
and is denoted b{ ¢ pp.

Because some links may be removed in @dPP algorithm, graphG ¢ pp IS sparser
than the original network graph. However, a node can notctleted remove all kinds of
cross-links, so th€LPPgraphG¢ 1 pp is not the final graph for face routing in the proposed

PPCLDP.

53

www.manaraa.com



3.3.3 Restricted Cross Link Detection Protocol (RCLDP)

The proposedRestricted Cross Link Detection Protocol (RCLD#ges theCLPP graph,
Gecrpp, generated by th€LPP algorithm, as the input graph, and applies the previous
work of CLDP [32] on graphG ¢ pp. Therefore, we call it th&estricted CLDP (RCLDP)

In graphG ¢ pp, many links that hav@-hop cross link(shave been removed from the
original network graph, so they do not need to be probed ubt@Right-Hand Rulen the
RCLDP, which have to be probed in tii&LDP applied on the original network grap&3)].

The probe of a link may cause a long face with a large numbedgé® being traversed,
and sometimes several rounds of probing may be needed fateatoanake a decision as
to whether to keep or remove a link @LDP. Therefore, the communication cost of the

RCLDPis decreased significantly compared to that of e P.

3.3.4 Pre-Processed Cross Link Detection Protocol (PPCLDP

The proposedPPCLDP contains the2-hop Cross Link Pre-Processing (CLP&gorithm
and theRestricted Cross Link Detection Protocol (RCLDP)

The CLPP algorithm generates a connected subgrdph;, »», from the original net-
work graph, in which a node exchanges a few messages withhtgp neighbors. The
RCLDPis aRestricted CLDPwhich applies th&€€LDP on graphG ¢, pp, and reduces the
number of messages broadcast by nodes significantly cothfuatieeCLDP that is applied
on the original network grapt8p].

The graph generated B§PCLDP is called thePPCLDP graph and is denoted by
G ppcrpp, Which is an almost planar subgraph of the original netwadpl. Next, by
proving thatG -, pp is a connected graph, we prove that @ieG geographic routing never

fails onG ppcr,pp Under realistic environments with obstacles.

Theorem 6 GFGgeographic routing never fails on graghrpcr.pp.

Proof: For a link, sayub, which is attached to nodg if it is removed bya in the CLPP
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algorithm, the following three cases must be satisfied.

i) There is a2-hop cross linlof ab detected by, saycd.

if) There must be a loop formed by noded, c andd that contains linkib, denoted by
L(ab, cd).

iif) The return value of the algorithrffRemovetb, cd, L(ab, cd)) is True. This means
that there is no other link in loof(ab, cd) that is being removed withb concurrently,
based on the algorithifRemoveshown in Algorithm3.

In this case, the removal ab will not partition the network due to the loap(ab, cd).

For the same reason, the removal of any link in @d>P algorithm will not partition
the network. Because the original network is conneat&d,»p is a connected graph.

BecauseCLDP working on a connected graph generates a conneCtdoP-stable
graph B1], CLDP working on graphGG¢.pp generates a connect&l DP-stable graph,
which isGppcrpp. Because geographic routing never fails on a conneCtdaP-stable

graph B1], the theorem followsO

3.4 Simulation Study and Analysis

The propose®PCLDPimproves the previous work @LDP with a lower communication
cost and faster convergence time. In this section, we cotfiemsuperior performance of

PPCLDPthrough a simulation study.

3.4.1 Simulation Settings

In our simulations, the network is a square ared®@f0 x 1000m?. Nodes are initially
distributed randomly in the area and have a transmissiayerah200 meters. The number
of nodes in the network is denoted hyBy varying the numben, we change the network
density.

We developed our own simulator from scratch to simulate bste&aenvironment with

obstacles. An obstacle between two nodes causes the linkedetthem to break, even
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though theEuclideandistance between them is less than the transmission ramgeae |
simulations, we use the algorith@en(n, mYshown in Algorithm4) to generate a realistic

network graph witlm nodes andn obstacles.

1. Randomly distribute nodes in the network area.

2. Based on nodes’ location information, construah#-disk graph, UDGwhere
there is an edge between two nodes if and only iffkbelideandistance between
them is no more than the transmission range.

3. Randomly remove: edges (links) from th&DG. The link between two nodes
which is randomly removed is calledbaoken link Note that théoroken linksdo not
mean the network is partitioned.

Algorithm 4: Algorithm Gen(n, m}o generate a realistic network graph

The algorithmGen(n, m)generates a network graph, which is regarded as the origi-
nal realistic network graph with nodes andn obstacles, and denoted I6Y,.,,. In the
simulation study, we simulate two environments, kdges roughenvironment andough
environment, respectively. In tHess roughenvironment, we set the number of obstacles
m asn/2, or half of the number of nodes in the network. In thaghenvironment, we set
the number of obstacles asn, or the same as the number of nodes in the network.

For each environment, we randomly generate seven netwpkdgies by applying
the algorithmGen(n, m) each of which containa nodes andn obstacles, where is
40, 60, 80, 100, 120, 150 and 200, respectively. For each topology, we ran simulations 30
times with different seeds. Each value shown in the follagfigures is the average value

of those 30 runs.

3.4.2 Example Network Graphs

To give an overview of the network graphs generated®BYCLDP and CLDP, we show
four network graphs in eoughenvironment in Figur&.3, in which 40 nodes are randomly

distributed in the network with 40 obstacles.
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Figure 3.3 a, Figure3.3b, Figure3.3.c and Figure3.3.d, show the original realistic
network graph(G,,,, the graph generated §LDP, G¢rpp, the CLPP graph,Geppp,
and thePPCLDPgraph,Gppcrpp, respectively.

C. GCLPP d. GPPCLDP

Figure 3.3: An example of network graphs

In Figure 3.3 there is not much difference between graghs,pr and Gppcrpp.
However, graphGcrpp, Which is the input graph of thRCLDP of PPCLDP, is sparser
than graptty,,;,, which is the input graph cELDP [32]. This is because some cross-links
are removed frontd+,,;, in the CLPP algorithm of PPCLDP. Therefore, less probing and
traversal of edges are needed in RE€LDP of PPCLDPthan that in theCLDP protocol.

In addition, very few messages are exchanged inGbEP algorithm of PPCLDP. As a
result, the communication cost and convergence tinfeRELDPare lower than those of

CLDP, which is corroborated by the simulation results.

3.4.3 Average Number of Cross Link Pairs and 2-Hop Cross Link
Pairs

Figure 3.4 and Figure3.5 show the average number ofoss link pairsand 2-hop cross

link pairs with respect to the number of nodes, less roughand rough environments,

respectively. Recall that iless roughandroughenvironments, the number of obstacles is

half and equal to the number of nodes, respectively.
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We observe that the ratio of the average numbe2-bbp cross link pairgo that of
cross link pairsis 69% and 82% iess roughandrough environments, respectively. The
proposedCLPPalgorithm pre-processes tBehop cross link pairén advance, which gives
the PPCLDPa better performance th&LDP. This will be confirmed by the subsequent

simulation results.

3.4.4 Average Number of Edges Removed dyPCLDP and CLDP

The example graphs in FiguBe3.b and Figure3.3.d show that there is not much difference
between graph&/c.pp and Gppcrpp. In this section, we show simulation results to
confirm this.

Figure3.6and Figure3.7 plot the number of edges removed from the original network
graph with respect to the number of nodedeiss roughandroughenvironments, respec-
tively.

We observe that the number of edges removelRCLDPis almost the same as that
in CLDP in both environments. Therefore, the number of edges keptaphsG ppcrpp

andGorpp are almost the same in both environments.

3.4.5 Routing Performance

As with CLDP, the proposedPCLDP can be used to generate planar graphs for face
routing in any existingsFG geographic routing protocols.

In our simulations, we usé PSR 30] as the underlyin@gsFG routing protocol, and ap-
ply it on PPCLDPandCLDP, which are represented IBPSR/PPCLDRNdGPSR/CLDPR
respectively. This means we uBRCLDPandCLDP as the planarization protocols to gen-
erate planar graphs for the face routing phaséBSR

We evaluate the routing performance@®SR/PPCLDRNdGPSR/CLDRwith respect
to the metric of the hop count. We randomly select 30% of totales as source nodes,

and for each source node, we randomly select a destinatiba rior each pair of source
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and destination nodes, we determined how many hops arechémde packet to be routed
from the source to the destination.

Figure 3.8 and Figure3.9 show the average hop count with respect to the number of
nodes, irless rougrandroughenvironments, respectively. We observe BRISR/PPCLDP
andGPSR/CLDPerform almost the same in both environments, which is dubkddact
that there is not much difference between the planar graphsrgted byPPCLDP and
CLDP.

3.4.6 Evaluation of the Communication Costs of PPCLDP and CDP

We use two metrics, the total number of messages broadcasdl hhydes in the network,
and the average message size, to evaluate the communicatibof protocol?PCLDP

andCLDP.
Total number of messages sent by all nodes in the network

Figure3.10and Figure3.11show the total number of messages broadcast by all nodes with
respect to the number of nodes]&ss roughandroughenvironments, respectively.

We observe that the total number of messages sent iGLtR& algorithm of PPCLDP
is very low, 97% less than that @LDP protocol in both environments. The total number
of messages broadcast by nodes inRi@i.DPof PPCLDPis 68% and 61% less than that

in the CLDP in theless roughandroughenvironments, respectively.
Average message size

The average message size is measured by the sum of the sikme$sages sent by nodes
in the network divided by the number of messages.

We plot the average message size in bytes with respect taithber of nodes, ihess
roughandroughenvironments in Figur8.12and Figure3.13 respectively. The average
message size iGLPPalgorithm is 28 bytes, which is much smaller than that inGh®P

protocol in both environments. THRCLDPalso performs well in the average message size
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than theCLDP protocol in both environments.
Communication Costs of PPCLDP and CLDP

We present the communication costs in bytes with respettemtimber of nodes ¢1P-
CLDP andCLDPn less roughandroughenvironments in Figur8.14and Figure3.15 re-
spectively. Because the propogeBCLDP contains theCLPP algorithm and thdRCLDP,

we computed the communication costRPCLDPas the sum of both. The average com-
munication cost in bytes ??PCLDPis 72% and 65% less than that©EDP in less rough
androughenvironments, respectively. This confirms that the prog&3@CLDP performs

better tharCLDP with respect to communication cost.

3.4.7 Evaluation of the Average Convergence Time of PPCLDPra
CLDP

In this section, we use the convergence time of protoe8I€LDPand CLDP as another
metric to compare performance.

We assume the one-hop message transmission latefityitdakes an average time
T for a message to travel from a node to its neighbors. We ddimednvergence time
of protocolsPPCLDP and CLDP as the time interval, in terms af, from the time the
first node starts sending messages to the time that no moes need to send messages to
probe edges in each protocol.

We depict the convergence time’lhwith respect to the number of noded@ss rough
androughenvironments in Figur8.16and Figure3.17, respectively. We observe that the
average convergence time BPCLDPis 29% and 45% less than that GLDP in less
roughandroughenvironments, respectively. Note that the convergence thiPPCLDP
is the sum of that of both theLPP and theRCLDPalgorithms. This also confirms that the

proposed®PCLDPoutperformsCLDP in convergence time.
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3.5 Related Work

Kim et al. [33] describe ways in which the existing planarization aldoris may fail in
realistic environments. They also demonstrate the comsems of geographic routing in a
real wireless testbed.

Seada et al56] describe that many state-of-the-art techniques GRS usually cause
location errors (errors in location information). Theyabnalyze the effect of location
errors on the accuracy and performance of geographic utisensor networks. They
introduce a local fix for face routing to deal with the locatierrors in the network. Their
scheme guarantees network connectivity, but may keep sooss-tinks that should be
removed in the planarization phase.

Yun et al. B6] propose a localization algorithm, which predicts the poss of sensor
nodes based on a hop progress analytical model for a giverorietopology in WSNSs.

Barriere et al. §] propose a variant of a face routing protocol for the ad hdwaogks
with obstacles, which guarantees message delivery if tiee gmaximum and minimum
transmission range is at mog®.

Ansari et al. B] propose a generalization of face routing, called FRONGctiguar-
antees delivery in a graph with disjoint crossing edges.

Chavez et al. 13] give an algorithm to construct a spanner ofirst-disk graphwith
nodes of irregular transmission ranges. They also showthieaspanner is planar if the
distance between any two nodes is at Ieast— 2, wherer is a parameter.

Kim et al. [32] propose aCross-Link Detection protocol, CLOQRvhich makes geo-
graphic routing work correctly on arbitrary connectivitsaghs.

Ben et al. B7] propose a geographic routing protodBDSTR which uses greedy rout-
ing first, tree routing when greedy fails, and greedy rouiggin when it is possible to do
so. In the tree routing, packets are routed on hull treegaasof planar faces as in face
routing. Therefore, the planarization of graphs requiré@mvgreedy routing fails in most

of the existingGEG geographic routing protocols, is not needeGiDSTR In some cases,

68

www.manaraa.com



the GDSTRmay use a much longer route than existBEG routing protocols, however.
The reasons are (i) the destination may not be a descendanbale even though it is in the
convex hull of the node iIGDSTR and (ii) hull trees ilGDSTRmay not approximate voids
as well as planar faces in existi@gG routing protocols. In addition, i@DSTR any pack-
ets with source and destination nodes in subtrees rootatfexedt children of the root of
a hull tree will be definitely routed through the root. Thisyntause a high communication

cost at the root, which is not desirable for mobile ad hoc am$sr networks.

3.6 Chapter Summary

In mobile ad hoc and sensor networks, most geographic gpptiotocols, e.g.GFG rout-
ing protocols, make an ideal assumption that the netwonkgissaUDG, on which existing
planarization algorithms are applied for face routing. ldwer, in realistic environments,
the assumption odJDG may be violated, which may cause the curr@&®G geographic
routing not to work correctly.

In this chapter, we proposedae-Processed Cross Link Detection Protocol, PPCI.DP
which extracts an almost planar graghyprc.pp, from a network graph under realistic
environment with obstacles. We proved t&G geographic routing never fails on graph
GPPCLDP-

The propose®PCLDPcontains &-hop Cross Link Pre-Processing (CLP&Yyorithm
and aRestricted Cross Link Detection Protocol (RCLDR) the CLPP algorithm, a node
detects any-hop cross link®f a link attached to it and decides whether to keep or remove
the link by exchanging a few messages with its neighbors.dltieP algorithm generates
a graphGcrpp, Which is the input graph of thRRCLDPand is sparser than the input graph
of the CLDP. This results in much fewer probing messages needed iR@ieDPthan in
CLDP. The significantly reduced number of broadcast messagessRBCLDPto have a
much lower communication cost and faster convergence tiaeG@LDP. Our simulation

results show that the average communication cost and agewee time oPPCLDPare,
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respectively, 65% and 45% lower than thoseGAfDP. This confirms that the proposed

PPCLDPis more suitable for mobile ad hoc and sensor networks €HapP.

Copyright© Yan Sun 2012
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Chapter 4

A Hill-Area-Restricted (HAR)
Geographic Routing Protocol for
MANET

4.1 Introduction

In mobile ad hoc and sensor networks, a variety of geogragphitng schemes1p, 30,
34,61] have been developed recently, and most belong to the Giieac-Greedy (GFG)
routing category. Compared to topology-based routing reelse GFG routing schemes
need each node to maintain the position information of nedgé, instead of a large routing
table, which is more desirable in mobile ad hoc and sensorarks.

In most existing GFG geographic routing protocols, KKBSR[30], greedy routing is
applied first, which may fail at a concave node, a node claséng destination than any
of its neighbors 30]. The reason for this is that in geographic routing protecohly a
neighbor’s position is known to each node, hence, a node camake routing decisions
based on the whole network topology. Therefore, nodes migatect next hop neighbors
wisely in some networks with special topologies, e.g., loeks with voids or obstacles.
This may cause packets to enter concave areas and reaclveoockes, and cause greedy
routing to fail. Face routing is applied to recover from ghgeouting failures. which may
cause many extra hops in routing and decrease routing efficie

Figure4.1shows an example network topology, where there is a lakectiv@tins no
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nodes in the network. Nodes are distributed on the groural thige contains a peninsula
in the shaded area. Suppose noglesdd are the source and the destination, respectively.
Greedy routing causes the packet frerto enter the peninsula and reach a concave node
c very deep in the peninsula, which fails to find a neighborelde the destination than
itself and causes greedy routing to fail. In this case, facgimg is applied, which helps
the packet come out of the peninsula through nad€he route of entering and retreating
the peninsula is shown as a red line in Figdrg which decreases the routing efficiency in

terms of hop count and delay.

L

Figure 4.1: Example of a route entering and retreating anseita.

4.1.1 Research Motivations

Noa et al. ] propose eNode Elevation Ad hoc Routing (NEARtocol to improve effi-
ciency. It consists of three algorithms, a node repositigarithm, a void bypass algorithm
and a routing algorithm, and improves the overall efficieatgreedy and perimeter rout-
ing of the original GFG routing. However, there are two pesbs withNEAR

First, the Right-Hand Rule (RHR) is used on a non-planar lyiapthe void bypass
algorithm, which fails to find paths around voids in some sa#es a result, packet deliv-

ery is not guaranteed in the network, which is not desirablmobile ad hoc and sensor
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networks. Second, the void bypass algorithnNiBARIncurs a high communication cost
due to control messages.

This motivated our work in this chapter. We develop a gedg@apouting protocol,
which improves the overall greedy and face routing of GFGingy guarantees the packet

delivery in the network, and lowers the communication cost.

4.1.2 Main Contributions

In this chapter, we propose a Hill-Area-Restricted (HAR)tiog protocol, which contains
a Concave Area Identification (CAl) algorithm, a Removingl Area (RHA) algorithm,
and a Hill-Area-Restricted GPSR (HAR-GPSR) routing altjon.

The CAI algorithm identifies concave nodes and concave aneadvance. The RHA
algorithm removes concave areas, which prevents packetsdntering the concave areas
that the destination nodes do not reside in. The communitabst of the CAl and RHA
algorithm in HAR is lowered simultaneously compared to thiathe first two algorithms
in NEAR.

The HAR-GPSR routing algorithm is based on the GPS86, [and uses the results
of the first two algorithms as its inputs. Compared to the iprev work of GPSR, the
proposed HAR is more efficient in terms of hop count. Comp#odtie previous work of
the NEAR, the HAR-GPSR guarantees packet delivery in theort

In the rest of this chapter, Sectidm2 presents preliminaries, Sectidi3 describes the
proposed HAR and Sectigh4 presents the simulation results on the HAR and the NEAR.

Sectiond.5describes the related work. Sectid concludes the chapter.

4.2 Preliminaries

In this section, we discuss the previous workNEEAR[4]. The NEARprotocol contains
three algorithms, the node reposition algorithm, the vgidass algorithm, and the routing

algorithm. Each algorithm runs distributively, and theules of the first two algorithms
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serve as input for the third one.

4.2.1 The Node Reposition Algorithm

At the network start-up, each node runs the node repositgmrithm distributively, which
identifies and marks concave nodes. In their algorithm, tmeave nodes are those with
wide sense concavity. They define that a node has wide sensawty if some destination
can not be reached through any of its neighbors using onlgredy process.

Suppose nodes have two dimensional real coordinateg). Each node is assigned a
virtual coordinate(z, y, z), in whichz andy are set to the same value as those of its real
coordinate, and as its height is set to initially.

If it has at least two neighbor nodes wilhheight, a node checks if the angle between
any two adjacent neighbors withheight exceeds a threshold angle,which is usually
larger thanr. If so, it is identified as a wide sense concave node and setdrtinal third
dimension coordinate,, to 1. Its new virtual(x, y) position will be the average position of
the two neighbors. In this case, the node is elevated andlesi@floating node. Otherwise,
if the angle between any two adjacent neighbors witteight of it does not exceed, the
node’s virtual coordinate will be kept unchanged.

If a node has less than two neighbors with heighhben its virtual z, y) position will be
the averagéz, y) position of all neighbors with minimal height, and its viaficoordinate,

z, will be one above that.
The result of the reposition algorithm is that each concadens elevated by assigning

the z coordinate with a value greater thanAn elevated node is called a floating node.

4.2.2 The Void Bypass Algorithm

The void bypass algorithm is run after the node repositigo@hm, which aims to find
paths around voids a priori.
For a non-floating node, say if the angle between any two adjacent neighbors with

height.of.itysay.andw, is greater than a threshold angbe(r < g < «), which is usually
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7, then it generates a void discovery message with a randaetdgted identification and
sends it to one of the two neighbotsor w. Suppose: sends the message to the counter-
clockwise neighbor, say. Nodev will forward the message to a neighbor node using the
right-hand rule (RHR)§]. If the message comes backddrom nodew, thenu keepsw

andwv as the clockwise and counterclockwise next hop neighbadttssofoid, respectively.

4.2.3 Routing Algorithm

The packet that needs to be routed in the network containsasameters: the virtual and
real coordinates of the destination; the current routingeavhich is greedy or perimeter;
the starting point of current perimeter routing; the currend bypass direction (clockwise
or counterclockwise); and the identification of the curnemit bypassed.

The routing algorithm first checks for a special case, whidfithe packet reaches the
very close vicinity of the destination, by checking if thetual and physical coordinates
of the current node are close enough to those of the destmatide. For example, if the
virtual coordinates are within the transmission range, iitloe physical coordinates are
within the destination node’s height times the transmissamge.

If so, the allowed maximum virtud coordinatey,,.., IS set as the destination node’s
7 coordinate z,4.5;. Otherwise, if the current node’s coordinate 2., is greater than 0,
thenz,,.. is assigned as.,,, — 1. In other cases;,,,.. is set a%).

The routing mode of a packet is initially set to greedy at therse node. When the
packet is in greedy mode, the next node with theoordinate less than or equal 19,
will be selected by greedy routing. If the greedy fails, peter routing will be applied,
which uses the predefined void bypass routes. The packee¢ntér greedy routing mode

again when possible.

4.2.4 Problems Existing in NEAR

TheNEARprotocol improves both the greedy routing and the perinreteting. However,

it has two problems.
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The firstis in the void bypass algorithm, where the void digcg message is forwarded
using the RHR on a non-planar graph. However, the RHR is kriownarantee traversing
around the boundary of a closed polygon only in a planar gr8pfhough the forwarding
using RHR on a non-planar graph may succeéed% of the times 28], it is not desirable
for geographic routing in mobile ad hoc and sensor networks.

The second problem is also in the void bypass algorithm, &hedes need to trans-
fer a large number of messages to discover the voids theyer@si This results in high

communication cost, which is not desirable in mobile ad huot sensor networks.

4.3 Hill-Area-Restricted (HAR) Geographic Routing Pro-
tocol

In this section, we propose a Hill-Area-Restricted (HARpgephic routing protocol,
which contains three algorithms, the Concave Area ldeatiba (CAl) algorithm, the
Removing Hill Area (RHA) algorithm and the Hill-Area-Reisted GPSR (HAR-GPSR)

routing algorithm. Before presenting the HAR, we first inluoce the assumptions.

4.3.1 Assumptions

1. By GPSor other positioning serviced 2, 23], each node knows its own location

information.

2. Each node knows all its-hop neighbors’ location information througtello mes-

sages.
3. All nodes have the same transmission range.

4. Nodes in the network construcuait-disk graph, UDGwhere there is an edge be-
tween two nodes if and only if the Euclidean distance betwhem is at most the

transmission range.

5. The.network.is.connected.
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4.3.2 Concave Area ldentification (CAIl) Algorithm

The Concave Area ldentification (CAl) algorithm identifiexk concave area, which con-
sists of connected concave nodes, with a unique identdicaBased on this and the posi-
tion of a destination node, nodes can make decisions regpwtiether to enter a concave
area or not when routing a packet.

The Concave Area ldentification (CAl) algorithm is run at tlegwork start-up by each
node distributively. It identifies a concave node and ekvdtby assigning it an additional
dimension coordinate with a value greater tltanlt also identifies a concave area and

assigns it a unique id.

Virtual coordinate

Suppose a node, say in the network has a real two dimension coordinate, denbyed
(uz,u,). Based on this, node generates a virtual coordinate, denoted(by, u,, u.),
wherew, andu, are the same as those in its real coordinate, «an the virtual third
dimension coordinate, which is set@anitially. Note thatu, is regarded as the height of
u. Each node in the network piggybacks its virtual coordimateHello message, which is

broadcast periodically. This is how a node knows the virtoakdinates of all its neighbors.
Concave nodes

Before introducing concave nodes, a few definitions arerginedow:

Definition 11 The neighbors with 0 height of node: are called the Ground Neighbors of

u.

Definition 12 The set that contains all the Ground Neighborsuaf called the Ground

Neighborhood Set of, and is denoted b N (u).

L n the rest of this chapter, a node’s neighbors refers td thep neighbors of the node.
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Definition 13 The angle of a ground neighbor of u, say v, denoted&y which belongs
to [0, 27], is defined asrctan(v, — u,)/ (v, — u,) Whenlv, € [0,7/2], 7 + arctan(v, —
uy)/ (v, — u,) When /v, € (m/2,37/2], and 27 + arctan(v, — u,)/(v, — u,) when
lv, € (3m/2,2r], where(u,,u,) and (v,,v,) are the real coordinates of nodesand

v, respectively.

Definition 14 Based on an increasing order of the angles of all ground nsogs of node
u, all ground neighbors of u are inserted into an array in thder 2. The array is called

the Ordered Ground Neighborhood Array of nadeand is denoted b rd(GN (u)).

Definition 15 Suppose there arei(m > 0) nodes in Ord(GN(u)). The Maximum Angle
betweenu’'s Ground Neighbors, denoted by azangle(GN(u)), is defined a27 when
m = 0 or 1, and is defined aswaz(|w,, — Lv,|, 27 — | L1, — L f.|), where v and w are any
two adjacent nodes in Ord(GN(u)) and f and | are the first arst lzodes in Ord(GN(u)),

whenm > 2.

Definition 16 For a nodeuw, if it satisfies thatM azangle(GN(u)) > «, wherea is a

threshold angle that is greater than thenw is called a Concave Node.

A Concave Nod@n our proposed HAR routing protocol is defined based onviag-
imum Angle between a node’s Ground Neighbariich is slightly different from that in

the NEAR H] protocol.

Concave area

Having defined concave nodes, the definition of a concaveisireeluded as:

Definition 17 A concave area is defined as a subgraph of the original netwoalh,

which is denoted by’ A(N¢ 4, Eca), WhereN¢ 4 is the node set that contains all concave

2For two ground neighbors of nodeg sayv andw, if /v, = Zw,, then they can be inserted into the array
in either order.
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nodes that are connected with each other directly or throoidier concave nodes N 4,

and E¢ 4 is the edge set that contains all edges between nod¥s in
Observation 1 A concave area is a connected graph.

Observation 2 There is no edge between any two concave nodes that areeredificon-

cave areas.

A concave area is assigned a unique id, which is called theifation of the concave

area and is denoted by Cld.

CAl algorithm

Anode, sayu, has a real coordinate.,, u,) and a virtual coordinateu,, u,, u.), whereu,

is set to0 initially. Node u keeps a variablé'Id, which denotes the identification of the
concave area that it may reside in and is set-asnitially. Let N(u) denote the set that
contains all neighbors af. When receiving a Hello message from one of its neighbors,

nodeu runs theCAl algorithm as shown in Algorithré.

if Mazangle(GN(u)) > athen
if {v.=0|Yve N(u)U{u}}then
cld, = 1d,;
else
CId, = mazx{CId,|Yv € N(u)U{u}};
end if
u, = min{v, | Yv € N(u)} + 1;
else
if u, > 0then
u, = 0;
cld, = -1,
else
Return;
end if
end if
send aHello((uy, uy, u,), CId,) message;

Algorithm 5: The CAl algorithm
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Nodew first checks if it is a concave node by checking\ifaxangle(GN (u)) > «,
whereq is a threshold angle that is greater thanf so, it will update the identification of

the concave are@d,, it resides in as follows:

1. If w and all its neighbors are at heightit updates th&'/d,, field to its identification
1d,, which is treated as a potential identification of the coecarea that it resides

in. v is regarded as a potential initiator of the concavefrea

2. Otherwise, it updateSid, to the largest of th€'Ids of all its neighbors and itself.

Thus, only one”'Id is kept by each concave node in a concave area.

In addition,u will be elevated by setting. as one above the minimum height of all its
neighbors.

If nodew finds thatMaxangle(GN (u)) < «, which means it is not a Concave Node,
it further checks ifu, > 0.

If so, which means it was a concave node previously but is oot it setsu, as0O and
Cld, as—1. Otherwise, it returns from the algorithm. This makes a nibde is not a
Concave Node, say, stay on the ground by setting as0 andC'I/d, as—1. Note that the
u, andu, are never changed and are the same as those in its real aterdin

Nodeu piggybacks its virtual coordinate:,, u,, v.) andCId, in a Hello message,
which is broadcast to all its neighbors. By all nodes broaticg the Hello messages, each

node knows the virtual coordinates and the values of thebbe{'/d of all its neighbors.

Results of the CAl algorithm

Suppose a node sets its virtual coordinate &s,,u,,0) and the identification of the
concave area that it may reside i/ d,,, as—1 initially. The CAl algorithm makes, keep

or updateu, andC'Id, as follows:

3 Sometimes, several nodes may initiate diffex@itls for the same Concave Area.
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1. If uis a concave node, it updates its virtual coordinat@:{Qu,, u.), whereu, > 1.

Cld, is also updated to a new value, sa¥, whereld; > 0.

2. If wis not a concave node, it will keep its virtual coordinate andl, as(u,, u,,0)

and—1, respectively.

Figure4.2 shows an example of the result of the CAI algorithm, whereettzege five
nodes in the networky, p, w, v, andu, the real two dimension coordinates of which
areq(0,0), p(0,1), w(1,0), v(1,1) andu(1.5,1.5), respectively. Based on this, they ini-
tially generate their virtual coordinates a&), 0,0), p(0, 1,0), w(1,0,0), v(1,1,0) and
u(1.5,1.5,0), respectively. The identification of the concave area they tmay reside in,
which are the values of variabté/d, are all set to-1 initially.

Suppose: is a Concave Node, whose idiswhile the other four nodes are not. The
result of the CAI algorithm is thai is virtually elevated to the position ef as shown in
Figure4.2by updating its virtual coordinate {d.5, 1.5, 1), andC1d,, is updated t&. The

virtual coordinates and the value of varialiléd of all the other four nodes do not change.

z
A
oU(1.5,1.5,1)
y |
v(1, :)
' U(1.5,1.5)
9(0,0) W(1,0) T X

Figure 4.2: Example of the result of CAl
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Node types

After executing the CAl algorithm, each node is defined asar, foothill (i.e., bump or

gate), or onhill node as its node type, based on its vidwaordinate, as follows:

Definition 18 Node u is called a ground nodeuf = 0.

Definition 19 Node u is called a foothill node if, = 1.

Definition 20 Node u is called an Onhill nodeif, > 2.

Definition 21 The foothill nodes that have onhill nodes with heiglats its neighbors are

called gate nodes.

Definition 22 The foothill nodes that are not gate nodes are called bumgs.od

Observation 3 A concave node with ., > 1 may be a foothill (i.e., bump or gate) or an

onhill node.

Lemma 11 If the CAIl algorithm makes a concave nadwith heightu., then at least one

of the neighbors of, has height., — 1.

Proof: Based on the CAI algorithm shown in Algorith& «. is set as one above the
minimum height among all its neighbors. Therefore, therstbe a neighbov of « that

satisfies that, + 1 = u,, which means, = u, — 1. The Lemma followsd

Lemma 12 The z coordinatev, of a neighbor node» of a concave node must satisfy

u, —1<v, <u,+1.

Proof: Suppose there is a neighbor nadef nodeu, which satisfies that, > u, + 1
orw, <u, — 1.
If w, > u, + 1, thenw, > u,. Based on the CAI algorithm shown in Algorith&

nodew setsw, as one above the minimum height of all its neighbors, whickuithe node
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u. Let nodem be a neighbor ofv, which has the minimum height of alt’s neighbors.
Thenm, < u, andw, = m, + 1, which makesuv, < u. + 1. This contradicts the fact that
w, > u, + 1.

If w, < u, — 1, thenw, < u,. Based on the CAI algorithm shown in Algorith&y
nodeu setsu, as one above the minimum height of all its neighbors, whidtute node
w. Let nodem be a neighbor ofi, which has the minimum height of all's neighbors.
Thenm, < w, andu, = m, + 1, which makesv, > u, — 1. This contradicts the fact that

w, < u, — 1. Thus, the Lemma follows2

Corollary 5 A gate node must have at least one ground node and one onldi with

height 2 as its neighbor.

Corollary 6 An onhill node with height 2 must have at least one gate node,can not

have ground or bump nodes as its neighbors.

Corollary 7 An onhill node with height greater than 2, can not have groondoothill

(i.e., bump or gate) nodes as its neighbors.

Lemma 13 An onhill node must reach a ground or bump node through attleas gate

node.

Proof: Based on the assumption that the original network is cordeetn onhill node
can reach each ground or bump node.

Suppose there is an onhill nodethat can reach a ground or bump node, sayot
through any gate node. Lét be the route from node to u, which containsn(m > 0)
onhill nodes except, denoted by, 0, - - -, 0,,(m > 0), whereo,, is the last onhill node
in route R and is node itself whenm = 0.

We divide the routédr into two subroutes, which are the route freorto o,,,, denoted by

R1, and the route from,, to u, denoted byR,, as shown in Figurd.3 below. Note that
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there are no other onhill nodes exceptin R,, which means nodes iR, excepto,, are

all ground or foothill nodes.

ce

Figure 4.3: Routes fromto u

From Corollary7, the height ob,, must be2. From Corollary6, there must be a gate
node connected to,, directly in routeRR,. This contradicts the fact that nodecan reach

nodewu without any gate node on the path. Thus, the Lemma foll@ws.

Lemma 14 A ground or bump node can be reached by at least one gate nastetlgior

through other ground, bump or gate nodes (i.e., not througihlbnodes).

Proof: Based on the assumption that the original network is coedea ground or
bump node can be reached by any gate node.

Suppose all gate nodes must reach a ground or bump nodey, sayough onhill
node(s). Let node be a gate node, which reachethrough onhillnodes, s, - - -, 0,,,(m >
1), whereo,, is the last onhill node in the route fropgto u, denoted byR.

We divide the routdr into two subroutes, which are the route frgro o,,,, denoted by
Ry, and the route from,, to u, denoted byR,, as shown in Figurd.4. Note that there are
no other onhill nodes ik, excepto,,.

From Lemmal3, there must be a gate node, sayin route R,. This means nod¢’
can reach node not through onhill nodes, which contradicts the fact thagate nodes

must reach a ground or bump node through onhill nodes. Thad,emma followsd

Corollary 8 All ground and bump nodes can be reached by gate nodes gimdihrough

nodes.that.are-not.onhill nodes.
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ce

Figure 4.4: Routes fromto u
Hill area

With the definition of concave area and node types, we inttedbe definition of a hill

area as follows:

Definition 23 The maximum height of concave nodes in a concave area isicth#eneight

of the concave area.

Definition 24 A concave area with height 1 is called a bump area.

Definition 25 A concave area with height greater than 1 is called a hill area
Corollary 9 A hill area must contain gate and onhill nodes, and may caontaimp nodes.

4.3.3 Removing Hill Area (RHA) Algorithm

In this section, we present tikemoving Hill Area (RHA3lgorithm, which removes some
or all onhill nodes in hill areas. This is to prevent packetseang and retreating the hill

areas where the destination node does not reside.

The RHA algorithm

Before introducing the RHA algorithm, it is necessary to mwetfiheinitiator of a concave

area

Definition 26 The concave node, whose identification equals to the id=ttdn of the

esides in, is called the initiator of tbncave area.

85

www.manharaa.com



Corollary 10 Each concave node in a concave area knows the identificatitwe anitiator

of the concave area, which is the same as the value of var@lole

The proposedRHA algorithm tries to remove some or all onhill nodes of hillase
However, the virtual removal of onhill nodes must keep thenaztivity of the remaining
network, which is to guarantee the correctness of the pexposuting algorithm that will
be explained later.

Let N denote the original connected network. The detail of theppsedRHA algo-

rithm is described in Algorithng.

1. All onhill nodes are marked asmovednitially.

2. A gate node, say, sends &atemessage, which contains its identificatidt,, to
the initiator of the hill area, safA, that it resides in, say nodewhose
identification equals t6'Id,.

3. Upon receiving th&atemessage from, node: records/ d, contained in the
message.

A}

4. From the recorded identification of all gate nodesiéfthat sent th&atemessagg
to it, nodei selects one as thanchor gate nodef the hill areaHA (i.e., the one
with maximum identification), say node

5. Nodei sends arhAliGatesmessage to node which contains the identifications of
all the gate nodes iHA that it recorded.

|®)

6. Upon receiving théllGatesmessage, nodesends &eepConnectivitynessage t
each gate node tA.

7. Upon receiving &eepConnectivitynessage, a node, saymarks itself amdded It
records the previous hop node of the messagep ssglects a next hop node, say
and keeps the edge incident on nodesdp that is denoted byp, and the edge
incident on nodes andn that is denoted byn in a Added Edge (AE3et of it.

Algorithm 6 : The RHA algorithm

Note that each message in Algorithns routed usingcPSR(N) which means that
GPSR[30] works on networkV .
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In the proposed RHA algorithm, each onhill node is markegkasovednitially. From
Corollary 10, each gate node adff A knows the identification of the initiator off A, say
nodei, which equals to the value of the varialdld d.

When a gate node sendS&atemessage to, node; knows the identification of all gate
nodes ofH A, from whichi selects one as an anchor gate nodé/¢ff, say node:. Nodei
sends amhllGate message to node which causes nodeto know the identification of all
the gate nodes il A. Nodea sends th&eepConnectivitynessages to all other gate nodes
in H A, which helps node to find routes to all of them.

The nodes in the routes that include onhill nodes are markedided The edges in
the routes are kept in thiedded Edge (AE3et of each node marked added The onhill

nodes that are still marked emmovedare removed by the algorithm RHA.

The RHA graph

In this section, we give the definition of tHRHA graph and prove that it is a connected

graph.

Definition 27 All ground and foothill nodes, and onhill nodes marked aseztlith the RHA

algorithm, are called RHA nodes.

Definition 28 All edges between ground and foothill nodes, and edges iAdded Edge
(AE) set of each node marked as added in the RHA algorithmadiedcRHA edges.

Definition 29 The graph that contains all RHA nodes and RHA edges is catledRHA

graph, denoted b¥ z 4.

Definition 30 We define the union of two graphs, say graphsndY’, as a graph that
consists of all nodes and edges containedirand all nodes and edges contained¥n

and is denoted byx U Y.
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Lemma 15 Gry4 generated by the RHA algorithm is a connected graph wheretiser

only one hill area in the original network.

Proof: Let NV denote the graph of the original network that is connecteldrad denote
the hill area in the original network.

We divide graphN to two subgraphs as shown in Figu4es, one that contains all
ground and foothill nodes and all edges between them, whiclemnoted byV;, and one

that contains all onhill nodes and all edges between thencha denoted byVs.

n B
|

el & & : \en
s N
g1 gZ gm N
1
Nll N12 Nlm
N J

Figure 4.5: A network before the RHA algorithm is applied

Based on Corollar®, H A must contain gate nodes. Suppose thererdre > 1) gate
nodes inH A denoted by{g; | 1 < i < m}. Based on Corollary and Corollarys, N; and
N, are connected only by the edges betweggeand the corresponding onhill nodes with
height2 in IV, which are denoted by;, wherel < i < m as shown in Figurd.5. This
makesN equal toN; U N, U {e;|1 < i < m} based on DefinitioB0.

In Ny, let Ny;(1 < i < m) denote the graph, the node set of which contains gate node
g; and all ground, bump or gate nodes that can be reacheddiyectly or through nodes
that are not onhill nodes, and the edge set of which contdiedges between nodes in the

node set of it. We have thaf;;(1 < i < m) is connected.
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Let Uny; (1 < i < m) denoteNy; U Nip U --- U Ny, Becausd/yy; (1 < i < m)
contains all gate nodes, it contains all ground and footihd!, bump or gate) nodes, based
on Corollary8.

Suppose between nodein network NV;; and nodey; in network Ny, there is an edge
wiu;, wherel <i <m,1 <j <mandi # j. Then edgei;u; must be contained in both
Ny; andNy;. ThereforelUyy; (1 <4 < m) contains all edges between ground and foothill
nodes. As aresulty; = Uyy; (1 <i < m).

In the RHA algorithm, all onhill nodes are removed initialyhich causes graph,

and edgeqde;|1 < i < m} to be removed as shown in Figudes. This may cause the

remaining graphV; to be partitioned if any two graphs among,, Nis, - - -, N1,,,, are not
connected.
- ~
Nll I\|12 Nli Nlm
\ Y

Figure 4.6: A network at the beginning of the RHA algorithm

The RHA algorithm selects a gate node, gayas an anchor gate node, and makes
find routes to all other gate nodes, i.e., rout®sRs, - - -, R,, t0 g2, g3, -+, gm(m > 2),
respectively, as shown in Figu#e7, whereR; (2 < ¢ < m) contains all nodes and all
edges in the route fromy to g;. Let R = R, U R3 U --- U R,,,. This makes the graph of
N; U R connected.

Based on the RHA algorithm as shown in Algoriti@nall nodes inR are marked as
addedand all edges iR are kept in theAdded Edge (AE3et of each node i®. Because
N; contains all ground and foothill nodes and all edges betwbem, we haveszy 4

equals to the graph d¥; U R, based on Definitio29. Thus, the lemma follows]
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Figure 4.7: A network after the RHA algorithm is applied

Lemma 16 Graph Gry4 generated by the RHA algorithm is a connected graph when

there is more than one hill area in the original network.

Proof: Let N denote the graph of the original network that is connectegp8se there
aren(n > 2) hill areas in the original network, which are denotedbyt,, HA,, - - -, HA,,.

We divide graph/V into two subgraphs as shown in Figute8. First, the graph that
contains all ground and foothill nodes and all edges betwieem, which is denoted by
N;. The second, the graph that contains all onhill nodes anddaes between them,
which is denoted bys.

Based on Corollang, a hill areaH A; (1 < i < n) must contain gate nodes. For
simplicity, suppose that there arg(m > 1) gate nodes in each hill area. Lgf (1 < j <
m) denote a gate node in hill arddA;. Based on Corollary and Corollary6, N; and
N, are connected only by the edges betwggrand the corresponding onhill nodes with
height2 in NV,, which are denoted by;;, wherel < i <n andl < j <m. Thus,N equals
NUNyU{e;|1 <i<n&l<j<m}.

In N,, let Ny; denote the graph that contains all the onhill nodes in habdi A;,
wherel < i < n, and all the edges between them. Based on Obsen/atithrere is no

edge between any two nodes in two different graphs amngNo,, - - -, Noy,. Let Uy,
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Figure 4.8: A network before the RHA algorithm is applied

(1 < i < n) denote the graph aNy; U Ny U --- U Ny,. We have thatV, = Uy,
(1 <i<mn).
In Ny, let N;; denote the graph, the node set of which contains all gatesnodé A;
(1 < i < n), which are{g;;|1 < j < m}, and all ground or foothill nodes that can be
reached by{g;;|1 < j < m} directly, or through nodes that are not onhill nodes, and the
edge set of which contains all edges incident on nodes indbe set of it. LeUy,, (1 <
i < n) denote the graph a¥;; U Nj; U - - - U Ny, we have that/y,, (1 < i < n) contains
all ground and foothill (i.e., bump and gate) nodes in thevoet, based on Corollar8.
Suppose between nodg in networkV;; and node:, ; in network Ny, there is an edge
uyuij, Wherel < i <n,1 < j <n,and:i # j. Then edge:;;u;; must be contained in
both Ny; and Ny ;. Therefore Ny = Uy, (1 <i <n).
From above, we hav® = Uy,, UUn,, U{e,;|1 <p <n,1 <j<m}, wherel <i<
n. BecauséV is connected, there must be edges between graphs ameny», - - -, N1,
to make them connected to each other. Suppose there is anbetigeenN,;_;) and
Ny;, as shown in Figuré.8, which is denoted by;, where2 < i < n. This makes

Ny =Un, U{er]2 <k <n}(1<i<n).
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In graphNy;(1 < i < n), let Ny;;(1 < j < m) denote the graph, the node set of
which contains the gate nodsg in a hill areafl A; and all the ground, bump or gate nodes
that can be reached hy; directly or through nodes that are not onhill nodes, and the
edge set of which contains all edges incident on nodes indbe set of it. We have that
Ny;;(1 <i<mn,1<j<m)isconnected.

Let Uy,,, (1 < j < m) denote the graph a¥y;; U Ny;p U --- U Ny, Based on the
proof of Lemmal5, we haveNy; = Uy,,, (1 < j <m).

In the RHA algorithm, all onhill nodes are removed initialyhich causes graply,
and edgege;;|1 <i <n,1 < j <m}toberemoved. This may cause the remaining graph
N, to be partitioned if any two graphs among;;, Ni;o, - - -, N1 that are contained ivy;

(1 <i < n) are not connected as shown in Figdté.

. 0 ) ° €, ] . 0 e|+1___ € 3 0 °
0% | (oL |9y g oy | oyl d | O T W I - R A -
Nlll N112 Nllj Nllm Nlil N1i2 Nlij Nlim Nlnl N1n2 Nll’\j Nlnm

N11 Ny; Ni1n

Ny

Figure 4.9: A network at the beginning of the RHA algorithm

The RHA algorithm selects a gate node, gay in Ny;(1 < i < n), as an anchor gate
node, and makeg; find routes to all other gate nodesiy,, i.e., routesk;», R;3, - - -, R
to g2, gis, - - -, gim(m > 2), respectively, as shown in FigudelQ whereR;; (2 < j < m)
contains all nodes and all edges in the route figmo g;;.

Let R, = Rpo UR;3U---U Ry, (1 <4 < n). Based on the proof of Lemmnib, we
have that graptiV;; U R; (1 < i < n)is connected. LeR = R, U R, U ---U R,,. This
makesUy,, U RU {e;|2 < k <n} = N, U R connected, wheré < i < n.

Based on the RHA algorithm shown in Algorith6 all nodes inR are marked as
addedand all edges iR are kept in theAdded Edge (AE3et of each node ik. Because

Nyzcontains.all.ground and foothill nodes and all edges betwieem,G x4 IS the same
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Figure 4.10: A network after the RHA algorithm is applied
as the graph oV, U R. Thus, the lemma follows1

Theorem 7 Gy 4 generated by the RHA algorithm is a connected graph where taer

one or more hill areas in the original network.

Proof: Based on Lemma5 and Lemmadl6, the theorem follows
RH A; graph

Suppose there ang(n > 1) hill areas, denoted byl A,, HA,,---, HA,, in the original
network. LetRH A; graph be a graph generated by removing some or all onhillsivdm

all hill areas except{ A;. This is for the later use in routing when the destinationenod
is in the hill arealf A;. Next, we introduce the definition of theH A; graph in detail as

follows:

Definition 31 All ground and foothill nodes, all onhill nodes in a hill are& A;(1 < i <
n), and all onhill nodes marked as added in other hill areas pkéé€A; are calledRH A;

nodes.

Definition 32 Edges between all ground and foothill nodes\inand all onhill nodes in a
hill area, H A;(1 < i < n), and edges in the AE set of each node marked as added in other

hill areas except{ A; are calledRH A; edges.
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Definition 33 The network graph, which contains @l A; nodes and allR H A; edges,
is called theR H A; graph, denoted b 4_(1 < i <n).

Theorem 8 Suppose there are(n > 1) hill areas in the original network. Then graph

Grra-(1 <i<n)isaconnected graph.

Proof: Let N denote the graph of the original network that is connectegp8se there
aren(n > 1) hill areas in the original network, which are denotedby,, H A,, - - -, H A,,.

Whenn equals tal, GRHA7 = GRHAT = N, which is connected.

Whenn > 1, we use the same denotations as those in the above proof ahaés
LetUg, (1 <i<n)denoteR, UR,U---UR,. We haveGRHA; = Un,, UUg, U{er|2 <
k <mn}UNy,UNyU{epll < p < m}asshownin Figurd.11 wherel < j < n and
J# .

Ny;
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mR 12

| \
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| |
e, 8§ 1 6| [ |
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Ny N1im Naija
1
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I\ Ny

N,
Figure 4.11: A network after the RHA algorithm is applied

Based on Definitior25, Corollary9 and Observatiod, we haveN;; U No; U {e;,|1 <

p < m} is connected. Becausé; U R;(1 < i < n) is connected, the theorem follows.

4.3.4 Hill-Area-Restricted GPSR (HAR-GPSR) Routing Algoithm

In this section, we present the Hill-Area-Restricted GPBRR-GPSR) routing algorithm,

which is based on the existing Greedy-Face-Greedy (GFGJrgebic routing protocol,
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GPSH30]. We also prove that thd AR-GPSRyuarantees the packet delivery, which means
that it can always find a route to a destination in a connectddark.

Let N denote the original connected network. The source andrddisth nodes are
denoted by nodes andd, respectively. Suppose each source node knows the virddal ¢
ordinate and the Concave area ldentification (Cld) of theinkson node. The packet
generated by that needs to be routed #ds denoted by?{(d,, d,,d.), CId4, RT}, where
the first field(d., d,, d.) is the virtual coordinate of nodé the second field'/d, is the
identification of the concave area thatnay reside in, which is-1 if d does not reside
in any concave area, and the third fighd" is the current routing type. The details of the
algorithm HAR-GPSR are given in Algorithih

The proposed HAR-GPSR algorithm contains two steps. Stegd.set theRT field
contained in packeP’, which denotes the routing type @f. There are three kinds of
routing types, which ar&PSR(N), GPSR(Grua), andDownHill.

When generating a packet, source node sets theRT field as follows:

If s is a ground or bump node, or if is a gate or onhill node and the destination
noded is an onhill node in the same concave area assides in, it sets the routing type
asGPSR(N) in the RT field. Otherwise, ifs is a gate node, it sets the routing type as
GPSR(Grpa) intheRT field. If sis an onhill node, it sets the routing type@swn Hill
in the RT field.

Let © denote an intermediate forwarding node of padketif « is a ground, bump or
onhill node, it keeps th&7" field contained inP. If u is a gate node, it checks whether the
RT field contained inP is DownHill. If yes, it means that the destination node is not in
the same concave areawasesides in. In this case, sets theRT field asGPSR(Grpa)-
Otherwise, it means that the7" field in packetP is GPSR(N) or GPSR(Grpa). In this
case, it checks if the destination nodés an onhill node in the same concave area as it
resides in. If yes, it sets thBT field asGPSR(N). Otherwise, it sets th&T field as
GPSR(GRrua).
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1. Step 1: Setting theRT field in a packet P
When generating a packet nodes sets theRT field of P as follows:

i. If sisaground or bump node, it se®y’ asGPSR(N)

ii. If sisagate node, itchecksdf > 2 andCId,; = Cld,. If so, it setsRT as
GPSR(N)Otherwise, it set®7 asGPSRG gy 4)-

iii. If sisanonhill node, itchecks i, > 2 andClIld; = CId,. If so, it setsRT
asGPSR(N)Otherwise, it set®1 asDownHiill.

When receiving a packet, a node, say, sets theRT field of P as follows:
iv. If uis a ground or bump node, it keeps tR&’ field contained inP.

v. If v is a gate node, it checks if th&l" field contained inP is DownHill. If so,
it setsRT asGPSRG Ry 4).

Otherwise, it means thB1 field contained inP is GPSR(Nr GPSRG ry4),
it further checks iti, > 2 andC1d; = CId,. If so, it sets theRT field as
GPSR(N)Otherwise, it sets th&7" field asGPSRG gy 4).

vi. If wis an onhill node, it keeps theT field contained inP.

2. Step 2: Routing a packet P
Based on the?T field contained inP, a node, say., routesP as follows:

i. If RT = GPSR(N)it routesP usingGPSRon the original networkV.
ii. If RT = GPSR(GRp.4), it routesP usingGPSRon the RHA graph(Z g 4.

iii. If RT = DownHill, it forwards packef to a neighbor node, say which
satisfiesC'Id, = CId, andv, < u,.

Algorithm 7 : The HAR-GPSR routing algorithm
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Step 2 of the HAR-GPSR algorithm is to route packdiased on the routing type in the
RT field setin Step 1. If the routing type 8P SR(N), P will be forwarded usingz PSR
on the original networkV. If the routing type IS PSR(G gy a), P will be forwarded using
GPSRontheRHA graph,Ggya. If the routing type isDown Hill, the forwarding node
will transfer P to a neighbor node, which is in the same concave area asdesesi and

has a smallet coordinate than its own.

Theorem 9 HAR-GPSR always finds a route to a destination in a connecategank.

Proof: Let IV denote the original network that is connected. Suppose @asowdes
generates a packétthat needs to be routed to a destination néde

Suppose there is no hill area M. Based on the routing algorithm HAR-GPSR shown
in Algorithm 7, P will be routed usingGPSRon network/NV that is connected. Because
GPSRfinds all existing routes (that is, on network graphs wheeedhbstination is con-
nected) 0], the theorem follows.

Suppose there arg(n > 1) hill areas inN, which are denoted by A; (1 < i < n).
There are two cases based on the location of the destinaitteriras follows:

Case 1:d is not in any hill area. In this case, if the source neds a ground, bump
or gate node, HAR-GPSR will route usingGPSR(G gy 4), which means usinGPSRon
RHAgraphGrp 4.

If sis an onhill node, packe? will be routed down the hill area thatresides in to a
gate node of the hill area, and HAR-GPSR will rolteisingGPSRG ry4).

Case 2disin a hill area, sayf A;. In this case, if the source nodés a ground, bump
or gate node, HAR-GPSR will route usingGPSR( rx 4.), which means usinGPSRon
RH At graphG r a-.

If sis an onhill node that resides in a hill arédA4;(1 < i < n), it further checks if
HA,isthe same a8l A,. If so, the packeP will be routed usingsPSR(N)until it reaches

the destination nodé, which means the routing succeeds.
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If this is not the case, packét will be routed down the hill are&l A; to a gate node in
HA;, and HAR-GPSR will route”? usingGPSRGRHAT).

Based on Theorer and Theoren8, we have thatizz4 and GRHAT are connected
network graphs. BecausgPSRfinds all existing routes (that is, on network graphs where
the destination is connected}(], GPSR(:rx4) and GPSR(Vrp4-) can always find a

route tod in both of the above two cases. Thus, the theorem follaws.

4.4 Simulation Study and Analysis

4.4.1 Simulation Settings

In our simulations, the network was a square are2000 x 2000m?. We simulated two
environments termed asnall voidanddominant void respectively, as in NEAR4]. For
thesmall voidenvironment, we set a void in the middle of the square areheohetwork
that covered approximately 12% of the network size. In agldita peninsula entered the
small voidas shown in Figurd.12 The coordinate of noded, B,C, D, E, F,G and H
were (500, 700), (800, 700), (800, 1000), (1200, 1000), ¢1Z00), (1500, 700), (1500,
1300) and (500, 1300), respectively.

2000

H
00 | (/

Void

1000 +

700

0 500 800 1200 1500 200C

Figure 4.12: Simulation Environment 8imall Void

Forthedominantvoidenvironment, we set a void in the middle of the square area of
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the network that covers approximately 25% of the networ&.diz addition, a peninsula en-
tered thedominant voicas shown in Figurd.13 The coordinate of node$, B,C, D, E, F, G
and H were (400, 500), (800, 500), (800, 1000), (1200, 1000), ¢1300), (1600, 500),

(1600, 1500) and (400, 1500), respectively.

S/

Void

2000

1500

c D
1000
50071 /A E F
0 400 800 1200 1600 2000

Figure 4.13: Simulation Environment Bfominant Void

In bothsmall voidanddominant voidenvironments, nodes were distributed randomly
in the network except the void area, as shown in the shadedirmaféigure4.12and Fig-
ure 4.13 respectively. Each node has a transmission rangg®Mmeters. Nodes in the
network construct anit-diskgraph, where there is an edge incident on two nodes if they
are within each other’s transmission range.

The number of nodes in the network was changed fsdthto 600. By changing the
number of nodes in the network, we changed the network densithe average node
degree (the number of neighbors of a node). In the simulatioty, we generated seven
network topologies randomly, which containgt, 380, 420, 450, 500, 550 and600 nodes,
respectively. The approximate average node degrees geid, 20, 22, 24, 26 and 28,
respectively. For each topology, we ran simulatidfigimes with different seeds. Each

value in the following graphs is the average value of the 3@ ru
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4.4.2 Simulation Model

In the simulation study, we run the three algorithms of theppsedHAR protocol on the
current snapshot of the network. At the network start-umlesosend the information of
their physical and virtual coordinates, and the identiiaabf the concave areas where
they may reside, ilello messages in a randomly selected order.

When receivingHello messages from its neighbors, a node run<ivecave Area lden-
tification (CAl) algorithm, which may update its virtual coordination or ttentification
of the concave area that it may reside in. In this case, itsahillo message to notify its
neighbors about the update. When no more nodes in the nesgarkthe update iHello
messages, théAl algorithm converges.

Then, we run th&emoving Hill Area (RHA&lgorithm, at the beginning of which each
gate node sends its real and virtual coordinates and théfidation of the concave area
where it resides in &atemessage. It is forwarded to ti@tiator of the concave area that
it resides in. When no more nodes in the network send any messtheRHA algorithm
converges.

With the information obtained by message exchanging irtAtandRHAalgorithms,
we are ready to run thdAR-GPSRouting algorithm. We randomly selected 30% nodes
in a network topology as source nodes and for each of them nanaly selected a desti-
nation node. At the beginning of th¢#AR-GPSRalgorithm, a source node initiates a route
discovery by sending a routing message. When no more nodés inetwork send any
messages, thdAR-GPSRalgorithm converges.

For each algorithm, we collected the data, i.e., total nurobenessages broadcast by
all nodes, total size of messages in bytes broadcast by @éds)@nd etc., during the time
interval from the first node starting to send a message tartteewhen no more nodes send

any messages in the network.
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4.4.3 Communication Cost of the First Algorithm of Protocos NEAR
and HAR

The proposed HAR routing protocol contains three algorghwhich are the CAl algo-
rithm, the RHA algorithm and the HAR-GPSR routing algorithiihe NEAR protocol
also contains three algorithms, which are the node reposgtigorithm, the void bypass
algorithm and the routing algorithm. In both the NEAR and H%R routing protocols,
results of the first two algorithms are the inputs of the tioing.

In this section, we use two metrics, the number of messagesibast by all nodes in
the network and the average message size to evaluate thewsvoation cost of the first
algorithm of protocols NEAR and HAR. The threshold anglén the CAI algorithm in

HAR is set ad 17/9, which is the same as that in NEAR.
Total number of messages broadcast by all nodes in the netwior

For thesmall voidenvironment, we plotted the total number of messages basady all
nodes with respect to the number of nodes in Figufel It shows that the total number
of messages broadcast by all nodes is 11.3% less in the §iwithim of HAR than that in
the first algorithm of NEAR.

For thedominant voicenvironment, we plotted the total number of messages basadc
by all nodes with respect to the number of nodes in Figuld It shows that the total
number of messages broadcast by all nodes is 30.3% less firghalgorithm of HAR

than that in the first algorithm of NEAR.
Average size of messages broadcast in the network

In the environments agmall voidanddominant voigdthe average size of messages broad-
cast by all nodes was 68 bytes and 52 bytes in the first algorathHAR and NEAR,

respectively.
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Communication cost

Because the average size of messages sent in HAR is sligigirlthan that in NEAR, we
plotted the communication cost in bytes of the first algonithf each protocol.

For the environment admall void the communication cost in bytes with respect to the
number of nodes are shown in Figutel6 It shows that the communication cost of the
first algorithm of NEAR is 13.8% less than that of HAR. This echuse the average size
of messages sent in HAR is slightly larger than that in NEAR.

For the environment aominant voigdthe communication cost in bytes with respect to
the number of nodes are shown in Figdté7. It shows that the communication cost of the

first algorithm of HAR is 8.9% less than that in NEAR.

4.4.4 Communication cost of the second algorithm of protodes NEAR
and HAR

In this section, we use two metrics, the number of messageslbast by all nodes in the
network and the average message size to evaluate the coratianicost of the second

algorithm of protocols NEAR and HAR. The threshold anglen NEAR was set as [4].
Total number of messages broadcast by all nodes in the netwior

For the environment admall void we depict the total number of messages broadcast by all
nodes with respect to the number of nodes in Figut& We observe that the total number
of messages sent in the second algorithm of HAR is 99.9% kess that in the second
algorithm of NEAR.

For the environment afominant void we depict the total number of messages broad-
cast by all nodes with respect to the number of nodes in Figure@ We observe that the
total number of messages sent in the second algorithm of I/ .i4% less than that in

the second algorithm of NEAR.
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Average size of messages broadcast in the network

The average size of messages broadcast by all nodes in therenents ofsmall void
anddominant voidis 68 bytes and 52 bytes in the second algorithm of HAR and REA

respectively.
Communication cost

Because the average size of messages sent in HAR is slighgigrithan that in NEAR,
we plot the communication cost in bytes of the second algarivf each protocol in this
section.

For the environment admall void the communication cost in bytes with respect to the
number of nodes are shown in Figut€Q It shows that the communication cost in the
second algorithm of HAR is 99.9% less than that in the sectgutithm of NEAR.

For the environment alominant voigdthe communication cost in bytes with respect to
the number of nodes are shown in Figdt21 It shows that the communication cost in the

second algorithm of HAR is 99.2% less than that in the sectgutithm of NEAR.

4.4.5 Evaluation of the Convergence Time of the First Two Algrithms
of NEAR and HAR

In this section, we used the convergence time of the first tgarihms of protocolNEAR
andHARas another metric to compare their performance.

We assumed the one-hop message transmission lateficyNamely, it takes an aver-
age timel for a message to travel from a node to its neighbors.

We define the convergence time of the first two algorithms ofqmolsNEARandHAR
as the time interval, in terms @f, from the first node starting to send messages in the first
algorithm to the time that no nodes need to send messages setiond algorithm of each
protocol.

For the environment admall void we depicted the convergence timeliwith respect

to.the number of nodes in the network in Figyw@22 We observe that the convergence
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time of the first two algorithms aflARis 98.6% less than that of the first two algorithms

of NEAR
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Figure 4.22: Convergence time of NEAR and HAR in the envirenhofsmall void
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Figure 4.23: Convergence time of NEAR and HAR in the envirentrofdominant void

For the environment oflominant voigd we depicted the convergence timeZihwith
respect to the number of nodes in the network in FiguB3 We observe that the conver-

gence time the first two algorithms BARIs 71.7% less than that of the first two algorithms
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of NEAR

4.4.6 Routing Performance

For each network topology, we randomly selected 30% nodsswrse nodes and for each
we randomly selected a destination node. We depict thenguyterformance of NEAR,

HAR and GPSR in two metrics, the success rate and the aveoggeokint.
Success rate

For the environment aémall void we depict thesuccess ratavith respect to the number
of nodes in Figur&l.24. It shows that the success rate of NEAR is 92.7%, and is 100% of
both HAR and GPSR. This confirms that the proposed HAR gueearihe packet delivery,
while NEAR does not.

For the environment oflominant voigd we depict thesuccess ratevith respect to the
number of nodes in Figuré.25 It shows that the success rate of NEAR is 90.6%, and is
100% of both HAR and GPSR. This confirms that the proposed Héd&antees the packet

delivery, while NEAR does not.
Average hop count

Figure4.24and Figure4.25show that the success rate of routing by both HAR and GPSR
are 100% for the environments of batmall voidanddominant void In this section, we
first plot the average hop count of routes between all paispofce and destination nodes
by HAR and GPSR with respect to the number of nodes for the@mvient ofsmall void
in Figure4.26 It shows that the average hop count of HAR is 6.7, which i&al€ss than
that of GPSR that is 7.0.

We also plotted the average hop count of routes betweeniadl plasource and desti-
nation nodes by HAR and GPSR with respect to the number ofsifaile¢he environment
of dominant voidn Figure4.27. It shows that the average hop count of HAR is 8, which is

10.8% less than that of GPSR, which is 9.
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Figure4.24and Figure4.25show that the success rates of NEAR in the environments
of small voidand dominant voidare respectively 92.7% and 90.6%, which means that
routes between some pairs of source and destination nodestde found successfully
by NEAR. Each pair of source and destination nodes, the tmitegeen which can be found
successfully by NEAR, is called th¢EAR source and destination pair

To compare the routing performance in hop count with NEARtfe environment
of small void we plotted the average hop count of routes betweeNBAR source and
destination pais by protocols NEAR, HAR and GPSR with respect to the numbeodés
in Figure4.28 It shows that the average hop count of NEAR is 5.0, 22.2%thessthat of
GPSR that is 6.4. The average hop count of HAR is 6.3, 2.0%hessthat of GPSR.

For the environment oflominant void we plotted the average hop count of routes
between aINEAR source and destination paiby protocols NEAR, HAR and GPSR with
respect to the number of nodes in Figdr29 It shows that the average hop count of NEAR
is 6.3, which is 22.8% less than that of GPSR that is 8.1. Tkeaae hop count of HAR is
7.6, which is 7.0% less than that of GPSR.

4.5 Related Work

Karp et al. B0] proposed the Greedy perimeter stateless routing (GPSRyifeless net-
works. Greedy routing is applied first and perimeter routshgsed when greedy routing
fails. Greedy routing is applied again when possible. GP&Rantees the packet delivery.
However, extra hops of routing may be needed in networksagming voids.

Zou et al. [70] presented a partial-partition avoiding geographic mgi(PAGER) pro-
tocol to solve the dead end problem of GFG routing in senstwarés. A dead end node
(concave node) is a node that is closer to the base stationt@8 any of its neighbors.
PAGER contains two phases, tebadow spreaghhase andost spreadohase. It gives
each node a forwarding direction based on the cost to the BSetffand all its neighbors,

which as a result avoids packets from arriving at dead enéds\d@AGER works for sensor
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networks, where each node knows the location of the BS.

Arad et al. f] introduced a node elevation ad hoc routing (NEAR) protdooimobile
ad hoc networks. It contains three algorithms, which arentite repositioning algorithm,
void bypass algorithm and routing algorithm. The routingoaithm is based on the GFG
routing protocol and the results of the first two algorithiNEAR improves the routing
efficiency in hop count of GFG routing in networks containwv@ds. However, it does
not guarantee the packet delivery and the communicatiaroftise first two algorithms is
high, which is not desirable in mobile ad hoc and sensor neisvo

Liu et al. [44] proposed a destination-region-based local minimum awea@metric
routing algorithm. Compared to the previous workNEAR it improves the accuracy of
the local minima prediction, which improves routing peri@nce in terms of route length.
However, before the routing process, the source node neeadiddin position information,
destination region and local minimum area ID of the desitmahode from the location
service. In addition, the local minimum area ID is selectgchbdes in the area, which

needs cooperation and messages exchange among the nodes.

4.6 Chapter Summary

In Greedy-Face-Greedy routing protocols, greedy routiray rtake packets to concave
nodes, where the perimeter routing is applied to recoven fitee greedy routing failure.
This may cause extra hops of routing by GFG routing protooolsetworks containing
voids. In this chapter, we proposeddl-Area-Restricted (HARjouting protocol, which
avoids the extra hops of routing caused by most of the egi&iRG routing protocols, and
makes it more efficient in hop count. We proved that the predd$AR guarantees the
packet delivery. Compared to the previous work of NEAR, tr@ppsed HAR lowers the
communication cost tremendously. Simulation results @dawe superior performance of

HAR, which is therefore more desirable for mobile ad hoc aiksr networks.
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Chapter 5

Concluding Remarks and Directions for
Future Research

5.1 Concluding Remarks

Recently, mobile ad hoc and sensor networks have attracteticd attention with the
widespread emergence of wireless devices. Mobile ad hose@mgbr networks are infras-
tructureless networks, which consist of wireless and neafiides connected in an arbitrary
manner without any infrastructure. Because there are nd fixaters, each node acts as
both an end system and a router in mobile ad hoc and sensarnkstwA node can commu-
nicate directly only with nodes in its transmission rangeheéV two nodes are not within
each other’s transmission range, communication betwesn tkquires multi-hop routing
and the help of other mobile nodes to route packets betwesn.tlSince all nodes are
mobile and there is no fixed infrastructure, the design ofinguprotocols becomes one
of the most challenging issues in mobile ad hoc and senswoniet. In addition, nodes
usually have limited resources, i.e., memory and powerckvhotivates the development
of efficient routing protocols with low overhead and low bewdth consumption.
Compared to topology-based routing protocols, positiagselnl (geographic) routing
protocols do not need mobile nodes to maintain routing métion that is achieved by
message flooding. Instead, a node only needs to maintairotiagidn of its neighbors,

which is sufficient for it to select the next hop node to routeaaket. The low overhead
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and bandwidth assumption of geographic routing makes iast=afor mobile ad hoc and
sensor networks that contain nodes with limited memory awvaep.

In mobile ad hoc and sensor networks, most geographic pptistocols, e.g., Greedy-
Face-Greedy routing protocols, need nodes to construnaplgraphs as the underlying
graph for face routing. Idealized and realistic planarai@lgorithms, which generate
a planar subgraph of the original network graph under redbtiidealized and realistic
environments, have been an active topic of research.

In this dissertation, we developed an idealized planaaratigorithmAlg Ecldel, which
can be run by each node distributively witkhop neighborhood information to construct
an Edge Constrained Localized Delaunay gra@CLDel We proved that the proposed
ECLDelis a planart-spanner of the originalnit-diskgraph, which can be used as the un-
derlying graph for face routing in mobile ad hoc and senstwokks. Compared to the
previous algorithm to construct ti_Del, our algorithm to construct theCLDelis much
simpler and converges faster. This is because we signifjcdatrease the number and
size of messages broadcast by each node in the construstiah results in a far lower
communication cost and is more desirable for mobile ad hacsamsor networks. Our
simulation results confirmed the better performance of tgorghm.

In realistic environments, the assumptionldDG may be violated, which may cause
the idealized planarization algorithms not to work coisecAs a result, GFG geographic
routing will not work correctly. In the dissertation, we pased a realistic planarization
algorithm in thePre-Processed Cross Link Detection Protocol, PPCL.BRich extracts
an almost planar grapli; ppc1.pp, from a network graph under realistic environment with
obstacles. We proved th@&FG geographic routing never fails on graphpcr.pp.

The propose®PCLDPcontains &-hop Cross Link Pre-Processing (CLP&Yyorithm
and aRestricted Cross Link Detection Protocol (RCLDR) the CLPP algorithm, a node
detects any2-hop cross linkf a link attached to it and decides whether to keep or re-

move the link by exchanging a few messages with its neighb®tse CLPP algorithm
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generates a grapbk ., pp, Which is the input graph of thRCLDPand is sparser than the
input graph of theCLDP. This results in significantly fewer probing messages nédde
RCLDPthanCLDP. Our simulation results confirmed that the significantlyuesd num-
ber of broadcast messages caul®3B€LDPto have a much lower communication cost and
faster convergence time th&@iLDP.

In Greedy-Face-Greedy routing protocols, greedy routiag take packets to concave
nodes, where the perimeter routing is applied. This mayeautra hops of routing in
networks containing voids. In this dissertation, we preagabaHill-Area-Restricted (HAR)
geographic routing protocol. It avoids the extra hops akériginal GFG routing, which
makes it more efficient in hop count. We proved that the pre@dé$AR guarantees the
packet delivery. Compared to the previous workNEAR the proposedHAR lowers the
communication cost tremendously. This makesH#dR more desirable for mobile ad hoc

and sensor networks. Simulation results showed the bedtésrmance of HAR.

5.2 Directions for Future Research

Widely used wireless sensor networks (WSN) contain a langeber of embedded devices
(sensors) that can collect data, aggregate data and angergesjof data. In WSN, because
sensors have limited power due to limited battery life, hoveffectively store the large
amount of data gathered by sensors, which can increasdittierefy of later data retrieval,
is an important issue. In sensor networks, the content @ datore important than the
identity of the node that collects the data, which makes-datdric storage, 47, 53
widely accepted for data storage.

Ratnasamy et al5@] proposed alata-centric storage (DCS¥ith GHT, a geographic
hash table system. In tH8HT system, the high-level data name, the key, is hashed us-
ing a geographic hash table to a geographic location. Theoserode, which is on the
geographic location, will store the key-value pair.

When there are voids or obstacles in the network, it is vesiide that there is no
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node on the geographic location. In this caS&lT usesGPSRas the routing protocol to

route a packet to the appropriate home node nearest to thyagdnic location. When a

packet arrives at its home node, it will enter the perimetedetfor there is no node closer
to the destination than the home node. It will traverse thadperimeter until it returns to

the home node, which now knows it is the home node and shoulsucoe the packet.

The problem is that if the hashed geographic location of a gatket is outside the
outer boundary of the network, the packet will traverse tiieioboundary that is its home
perimeter and be consumed by its home node. In such a casapdhation delay is very
long, which means the user has to spend a long time to subsgrilgearch for a file,
which is an inconvenience. In addition, some data stored digseggnated home node that
is frequently accessed makes all queries for data be routectlgt to the home node. This
makes the home node a hot spot and cause extra load on the node.

However, given the significant advantages over existintpeas, with further research

to optimize the process and eliminate minor problems sucthese,GHT holds great

promise.
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